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***1AC arguments

1AC Existential Risk Module

Reducing existential risk by even a tiny amount outweighs every other impact — the math is conclusively on our side.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

Holding probability constant, risks become more serious as we move toward the upper-right region of figure 2.  For any fixed probability, existential risks are thus more serious than other risk categories.  But just how much more serious might not be intuitively obvious.  One might think we could get a grip on how bad an existential catastrophe would be by considering some of the worst historical disasters we can think of—such as the two world wars, the Spanish flu pandemic, or the Holocaust—and then imagining something just a bit worse.  Yet if we look at global population statistics over time, we find that these horrible events of the past century fail to register (figure 3).

[Graphic Omitted] 

Figure 3:  World population over the last century.  Calamities such as the Spanish flu pandemic, the two world wars, and the Holocaust scarcely register.  (If one stares hard at the graph, one can perhaps just barely make out a slight temporary reduction in the rate of growth of the world population during these events.)

But even this reflection fails to bring out the seriousness of existential risk.  What makes existential catastrophes especially bad is not that they would show up robustly on a plot like the one in figure 3, causing a precipitous drop in world population or average quality of life.  Instead, their significance lies primarily in the fact that they would destroy the future.  The philosopher Derek Parfit made a similar point with the following thought experiment:

I believe that if we destroy mankind, as we now can, this outcome will be much worse than most people think.  Compare three outcomes:

(1)    Peace.

(2)    A nuclear war that kills 99% of the world’s existing population.

(3)    A nuclear war that kills 100%.

(2) would be worse than (1), and (3) would be worse than (2).  Which is the greater of these two differences?  Most people believe that the greater difference is between (1) and (2).  I believe that the difference between (2) and (3) is very much greater. …  The Earth will remain habitable for at least another billion years.  Civilization began only a few thousand years ago.  If we do not destroy mankind, these few thousand years may be only a tiny fraction of the whole of civilized human history.  The difference between (2) and (3) may thus be the difference between this tiny fraction and all of the rest of this history.  If we compare this possible history to a day, what has occurred so far is only a fraction of a second. (10: 453-454)

To calculate the loss associated with an existential catastrophe, we must consider how much value would come to exist in its absence.  It turns out that the ultimate potential for Earth-originating intelligent life is literally astronomical.

One gets a large number even if one confines one’s consideration to the potential for biological human beings living on Earth.  If we suppose with Parfit that our planet will remain habitable for at least another billion years, and we assume that at least one billion people could live on it sustainably, then the potential exist for at least 1018 human lives.  These lives could also be considerably better than the average contemporary human life, which is so often marred by disease, poverty, injustice, and various biological limitations that could be partly overcome through continuing technological and moral progress.

However, the relevant figure is not how many people could live on Earth but how many descendants we could have in total.  One lower bound of the number of biological human life-years in the future accessible universe (based on current cosmological estimates) is 1034 years.[10]  Another estimate, which assumes that future minds will be mainly implemented in computational hardware instead of biological neuronal wetware, produces a lower bound of 1054 human-brain-emulation subjective life-years (or 1071 basic computational operations).(4)[11]  If we make the less conservative assumption that future civilizations could eventually press close to the absolute bounds of known physics (using some as yet unimagined technology), we get radically higher estimates of the amount of computation and memory storage that is achievable and thus of the number of years of subjective experience that could be realized.[12]

Even if we use the most conservative of these estimates, which entirely ignores the possibility of space colonization and software minds, we find that the expected loss of an existential catastrophe is greater than the value of 1018 human lives.  This implies that the expected value of reducing existential risk by a mere one millionth of one percentage point is at least ten times the value of a billion human lives.  The more technologically comprehensive estimate of 1054 human-brain-emulation subjective life-years (or 1052 lives of ordinary length) makes the same point even more starkly.  Even if we give this allegedly lower bound on the cumulative output potential of a technologically mature civilization a mere 1% chance of being correct, we find that the expected value of reducing existential risk by a mere one billionth of one billionth of one percentage point is worth a hundred billion times as much as a billion human lives.

One might consequently argue that even the tiniest reduction of existential risk has an expected value greater than that of the definite provision of any “ordinary” good, such as the direct benefit of saving 1 billion lives.  And, further, that the absolute value of the indirect effect of saving 1 billion lives on the total cumulative amount of existential risk—positive or negative—is almost certainly larger than the positive value of the direct benefit of such an action.[13]

The plan is the most cost-effective way to reduce existential risk—it saves 8 billion life-years at a cost of $2.50 per life-year.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

6. COST EFFECTIVENESS AND UNCERTAINTY

To establish the priority of delaying human extinction among other public projects, we need to know not only the value of future lives but also the costs of extinction countermeasures and how to account for their uncertain success. Cost-effectiveness analysis (CEA) is often used to prioritize public projects (Jamison, 1993 ). The ethical premise behind CEA is we should deliver the greatest good to the greatest number of people. With finite resources, this implies investing in projects that have the lowest marginal cost per unit of value—life-year saved, case of disease averted, etc. (McKie et al., 1998). Even when CEA employs distributional constraints or weights to account for fairness or equity, cost effectiveness is typically seen as an essential aspect of the fair distribution of finite resources (Williams, 1997).10

The effects of public projects are uncertain. Some projects may not work and some may address problems that never emerge. The typical way of dealing with these uncertainties in economics is to use expected values. The expected value of a project is the sum of the probability of each possible outcome of the project multiplied by each outcome's respective value.

7. EXAMPLE: THE COST EFFECTIVENESS OF REDUCING EXTINCTION RISKS FROM ASTEROIDS

Even if extinction events are improbable, the expected values of countermeasures could be large, as they include the value of all future lives. This introduces a discontinuity between the CEA of extinction and nonextinction risks. Even though the risk to any existing individual of dying in a car crash is much greater than the risk of dying in an asteroid impact, asteroids pose a much greater risk to the existence of future generations (we are not likely to crash all our cars at once) (Chapman, 2004 ). The "death-toll" of an extinction-level asteroid impact is the population of Earth, plus all the descendents of that population who would otherwise have existed if not for the impact. There is thus a discontinuity between risks that threaten 99% of humanity and those that threaten 100%.

As an example, consider asteroids. Let p be the probability of a preventable extinction event occurring in this century:

p = pa + po
where pa is the probability of an asteroid-related extinction event occurring during the century, and po is the probability of any other preventable extinction event occurring. The (reducible) extinction risk is:

Lp = L(pa + po)

where L is the expected number of future human life-years in the absence of preventable extinction events during the century. The expected value of reducing pa by 50% is thus:

L(pa + po) - L(0.5pa + po) = 0.5Lpa
Suppose humanity would, in the absence of preventable extinction events during the century, survive as long as our closest relative, homo erectus, and could thus survive another 1.6 million years (Avise et al., 1998 ).11 Further suppose humanity maintains a population of 10 billion persons.12 Then,

L = 1.6 million years x 10 billion lives = 1.6 x 1016 life-years.

Based on the frequency of previous asteroid impacts, the probability of an extinction-level (=10 km) asteroid impact in this century is around one in 1 million (Chapman, 2004; NASA, 2007). Thus,

0.5Lpa = 0.5 x 1.6 x 1016 life-years x 10-6 = 8 billion life-years.

A system to detect all large, near-Earth asteroids would cost between $300 million and $2 billion (Chapman, 2004; NASA, 2006 , pp. 251–254), while a system to deflect large asteroids would cost between $1 and 20 billion to develop (Gritzner, 1997, p. 156; NASA, 2006 , pp. 251–254; Sommer, 2005 , p. 121; Urias et al., 1996 ).13 Suppose a detect-and-deflect system costing a total of $20 billion would buy us a century of protection, reducing the probability of an extinction-level impact over the next century by 50%.14 Further suppose this cost is incurred even if the deflection system is never used, and the system offers no benefit besides mitigating extinction-level asteroid impacts.15 Then the cost effectiveness of the detect-and-deflect system is
$20 billion/8 billion life-years = $2.50 per life-year.

By comparison, it is common for U.S. health programs to spend, and for U.S. policies and citizens to value, more than $100,000 per life-year (Kenkel, 2001; Neumann et al., 2000 ; Viscusi & Aldy, 2003 ).16 Even if one is less optimistic and believes humanity will certainly die out in 1,000 years, asteroid defense would be cost effective at $4,000 per life-year.

Policymakers should adopt the Maxipok principle and prioritize the reduction of existential risk.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

These considerations suggest that the loss in expected value resulting from an existential catastrophe is so enormous that the objective of reducing existential risks should be a dominant consideration whenever we act out of concern for humankind as a whole.  It may be useful to adopt the following rule of thumb for such impersonal moral action:

Maxipok

Maximize the probability of an “OK outcome,” where an OK outcome is any outcome that avoids existential catastrophe.

At best, maxipok is a rule of thumb or a prima facie suggestion.  It is not a principle of absolute validity, since there clearly are moral ends other than the prevention of existential catastrophe.  The principle’s usefulness is as an aid to prioritization.  Unrestricted altruism is not so common that we can afford to fritter it away on a plethora of feel-good projects of suboptimal efficacy.  If benefiting humanity by increasing existential safety achieves expected good on a scale many orders of magnitude greater than that of alternative contributions, we would do well to focus on this most efficient philanthropy.

Note that maxipok is different from the popular maximin principle (“Choose the action that has the best worst-case outcome”).[14]  Since we cannot completely eliminate existential risk—at any moment, we might be tossed into the dustbin of cosmic history by the advancing front of a vacuum phase transition triggered in some remote galaxy a billion years ago—the use of maximin in the present context would entail choosing the action that has the greatest benefit under the assumption of impending extinction.  Maximin thus implies that we ought all to start partying as if there were no tomorrow.  While perhaps tempting, that implication is implausible.

Reducing existential risk is desirable in every framework—our argument doesn’t require extreme utilitarianism.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

We have thus far considered existential risk from the perspective of utilitarianism (combined with several simplifying assumptions).  We may briefly consider how the issue might appear when viewed through the lenses of some other ethical outlooks.

For example, the philosopher Robert Adams outlines a different view on these matters:

I believe a better basis for ethical theory in this area can be found in quite a different direction—in a commitment to the future of humanity as a vast project, or network of overlapping projects, that is generally shared by the human race.  The aspiration for a better society—more just, more rewarding, and more peaceful—is a part of this project.  So are the potentially endless quests for scientific knowledge and philosophical understanding, and the development of artistic and other cultural traditions.  This includes the particular cultural traditions to which we belong, in all their accidental historic and ethnic diversity.  It also includes our interest in the lives of our children and grandchildren, and the hope that they will be able, in turn, to have the lives of their children and grandchildren as projects.  To the extent that a policy or practice seems likely to be favorable or unfavorable to the carrying out of this complex of projects in the nearer or further future, we have reason to pursue or avoid it.  … Continuity is as important to our commitment to the project of the future of humanity as it is to our commitment to the projects of our own personal futures.  Just as the shape of my whole life, and its connection with my present and past, have an interest that goes beyond that of any isolated experience, so too the shape of human history over an extended period of the future, and its connection with the human present and past, have an interest that goes beyond that of the (total or average) quality of life of a population-at-a-time, considered in isolation from how it got that way.

We owe, I think, some loyalty to this project of the human future.  We also owe it a respect that we would owe it even if we were not of the human race ourselves, but beings from another planet who had some understanding of it. (28: 472-473)

Since an existential catastrophe would either put an end to the project of the future of humanity or drastically curtail its scope for development, we would seem to have a strong prima facie reason to avoid it, in Adams’ view.

We also note that an existential catastrophe would entail the frustration of many strong preferences, suggesting that from a preference-satisfactionist perspective it would be a bad thing.  In a similar vein, an ethical view emphasizing that public policy should be determined through informed democratic deliberation by all stakeholders would favor existential-risk mitigation if we suppose, as is plausible, that a majority of the world’s population would come to favor such policies upon reasonable deliberation (even if hypothetical future people are not included as stakeholders).  We might also have custodial duties to preserve the inheritance of humanity passed on to us by our ancestors and convey it safely to our descendants.[24]  We do not want to be the failing link in the chain of generations, and we ought not to delete or abandon the great epic of human civilization that humankind has been working on for thousands of years, when it is clear that the narrative is far from having reached a natural terminus.  Further, many theological perspectives deplore naturalistic existential catastrophes, especially ones induced by human activities:  If God created the world and the human species, one would imagine that He might be displeased if we took it upon ourselves to smash His masterpiece (or if, through our negligence or hubris, we allowed it to come to irreparable harm).[25]

We might also consider the issue from a less theoretical standpoint and try to form an evaluation instead by considering analogous cases about which we have definite moral intuitions.  Thus, for example, if we feel confident that committing a small genocide is wrong, and that committing a large genocide is no less wrong, we might conjecture that committing omnicide is also wrong.[26]  And if we believe we have some moral reason to prevent natural catastrophes that would kill a small number of people, and a stronger moral reason to prevent natural catastrophes that would kill a larger number of people, we might conjecture that we have an even stronger moral reason to prevent catastrophes that would kill the entire human population.

***Yes Extinction 
Yes Extinction 

Yes extinction- tech spin-offs 

Rees 08 (Martin J, director elected by the body of Fellows and responsible for administration of the college) of Trinity College , Cambridge since 2004. Professor of cosmology and astrophysics from Cambridge University and a visiting professor at Leicester University and Imperial College London . He was promoted to Astronomer Royal in 1995 and was appointed to the House of Lords in 2005 as an independent member (not belong to any party, “Global Catastrophic Risks” Foreword, edited by Nick Bostrum and Milan Cirvokic//sb)
In that year, some physicists at Chicago started a journal called the Bulletin of Atomic Scientists, aimed at promoting arms control. The logo' on the Bulletin's cover is a clock, the closeness of whose hands to midnight indicates the editor's judgement on how precarious the world situation is. Every few years the minute hand is shifted, either forwards or backwards. Throughout the decades of the Cold War, the entire Western World was at great hazard. The superpowers could have stumbled towards Armageddon through muddle and miscalculation. We are not very rational in assessing relative risk. In some contexts, we are absurdly risk-averse. We fret about statistically tiny risks; carcinogens in food, a one-in-a-million change of being killed in train crashes, and so forth. But most of us were 'in denial' about the far greater risk of death in a nuclear catastrophe. In 1989, the Bulletin's clock was put back to 17 minutes to midnight. There is now far less chance of tens of thousands of bombs devastating our civilization. But there is a growing risk of a few going off in a localized conflict. We are confronted by proliferation of nuclear weapons among more nations - and perhaps even the risk of their use by terrorist groups. Moreover, the threat of global nuclear catastrophe could be merely in temporary abeyance. During the last century the Soviet Union rose and fell; there were two world wars. In the next hundred years, geopolitical realignments could be just as drastic, leading to a nuclear stand-off between new superpowers, which might be handled less adeptly (or less luckily) than the Cuba crisis, and the other tense moments of the Cold War era. The nuclear threat will always be with us - it is based on fundamental (and public) scientific ideas that date from the 1930s. Despite the hazards, there are, today, some genuine grounds for being a techno-optimist. For most people in most nations, there has never been a better time to be alive. The innovations that will drive economic advance -information technology, biotechnology and nanotechnology - can boost the developing as well as the developed world. Twenty-first century technologies could offer lifestyles that are environmentally benign - involving lower demands on energy or resources than what we had consider a good life today. And we could readily raise the funds - were there the political will - to lift the world's two billion most-deprived people from their extreme poverty. But, along with these hopes, twenty-first century technology will confront us with new global threats - stemming from bio-, cyber- and environmental-science, as well as from physics - that could be as grave as the bomb. The Bulletin's clock is now closer to midnight again. These threats may not trigger sudden worldwide catastrophe - the doomsday clock is not such a good metaphor - but they are, in aggregate, disquieting and challenging. The tensions between benign and damaging spin-offs from new technologies, and the threats posed by the Promethean power science, are disquietingly real. Wells' pessimism might even have deepened further were he writing today. 

Yes Extinction
Existential risk should not be dismissed- defer to the threat despite probability

Rees 08 (Martin J, director elected by the body of Fellows and responsible for administration of the college) of Trinity College , Cambridge since 2004. Professor of cosmology and astrophysics from Cambridge University and a visiting professor at Leicester University and Imperial College London . He was promoted to Astronomer Royal in 1995 and was appointed to the House of Lords in 2005 as an independent member (not belong to any party, “Global Catastrophic Risks” Foreword, edited by Nick Bostrum and Milan Cirvokic//sb)
We cannot reap the benefits of science without accepting some risks - that has always been the case. Every new technology is risky in its pioneering stages. But there is now an important difference from the past. Most of the risks encountered in developing 'old' technology were localized: when, in the early days of steam, a boiler exploded, it was horrible, but there was an 'upper bound' to just how horrible. In our evermore interconnected world, however, there are new risks whose consequences could be global. Even a tiny probability of global catastrophe is deeply disquieting. We cannot eliminate all threats to our civilization (even to the survival of our entire species). But it is surely incumbent on us to think the unthinkable and study how to apply twenty-first century technology optimally, while minimizing the 'downsides'. If we apply to catastrophic risks the same prudent analysis that leads us to take everyday safety precautions, and sometimes to buy insurance - multiplying probability by consequences - we had surely conclude that some of the scenarios discussed in this book deserve more attention that they have received. 

Extinction through particle accelerators is inevitable

Posner 04 (Richard, Judge of the U.S. Court Appeals for the Seventh Circuit, and a senior lecturer at the University of Chicago Law School, Oxford University Press, “Catastrophe: Risk and Response”//sb)
So we see how doomsday risks, though involving very slight probabilities, could doom many projects—and not merely the marginal ones. But the opposite error must be avoided of supposing that “when the stakes are very high, no chance, however small, should be ignored.”8 Utterly trivial probabilities of even large harms must be ignored, or we shall be devoting all our resources to harm avoidance. But the probability of a disastrous accelerator accident may not be so small that it would be irrational to think we might want to take steps to reduce it still further, given the unspeakably horrible consequences should the probability become an actuality. But this analysis requires qualifications. If other nations were expected to build equally risky accelerators regardless of what the United States did, this would reduce the risk created by RHIC, just as taking measures to avoid dying from heart disease would have less effect on the risk of death if the risk of dying from cancer rose. (Or, if everyone died at 60, the risk of death from Alzheimer’s would be trivial.) But because the risk of an accelerator catastrophe is very small, many risky accelerators would have to be built before the incremental risk of another accelerator fell so far that the outcome of the cost-benefit analysis would be altered significantly, just as, if the risk of dying from cancer rose by only one in a million, the effect of that increase on the benefits from avoiding death from heart disease would be trivial. 

Yes Extinction

Their framing places too much hope in humans- extinction is inevitable

Leslie 96 (John, Philosopher and Professor Emeritus @ University of Guelph, in Ontario, Canada, “The End of the World”, The Science and Ethics of Human Extinction, Routlege//sb)
Humans have existed for many tens of thousands of years, so if the human race ended after, say, another hundred thousand, then you and I might seem not to have had any special earliness if one thought just in terms of an ordinary clock. But when one thought of a Population Clock whose hand had advanced by one step whenever a new human was born, it would at once be apparent that we had been very extraordinarily early. Now, while everyone is inevitably unusual in many ways, that can be a poor excuse for looking on ourselves as highly extraordinary when various fairly plausible theories would instead make us fairly ordinary. And when we consider such things as nuclear warfare, isn’t it fairly plausible that human population history will come to an end shortly, so that our position inside it will indeed have been fairly ordinary? If Carter and Gott are right, the human race’s chances of surviving for many further centuries should be looked on with new eyes (see Figure 1). Taking account of our observed position in time, we ought to reevaluate the dangers which our species confronts. 
Tech means extinction is likely 

Leslie 96 (John, Philosopher and Professor Emeritus @ University of Guelph, in Ontario, Canada, “The End of the World”, The Science and Ethics of Human Extinction, Routlege//sb)
 While technological advances encourage huge population explosions, they also bring new risks of sudden population collapse through nuclear war, industrial pollution, etc. If the human race came to an end soon after learning a little physics and chemistry, what would be remarkable in that? Suppose we were extremely confident that humans will have a long future. You and I would then simply have to accept that we were exceptionally early among all humans who would ever have been born. But mightn’t it make more sense to think of ourselves as living at the same time as, say, 10 per cent of all humans? And shouldn’t this consideration magnify any fears which we had for humanity’s future, making our risk estimates rather more pessimistic? 
Yes Extinction (Population)

Population crisis inevitably causes disease, famine, and environenmental disaster that will cause extinction

Leslie 96 (John, Philosopher and Professor Emeritus @ University of Guelph, in Ontario, Canada, “The End of the World”, The Science and Ethics of Human Extinction, Routlege//sb)
At least in the near future, a population of as little as ten billion could be expected to cause desertifications and famines, intolerable local water scarcities and levels of pollution, which virtually guaranteed wars. (The recent mass killings in Rwanda’s civil war can be viewed as a direct result of overpopulation and the resulting pressures on the country’s agriculture: while the population had a doubling time of only two decades, soil nutrient depletion had reduced harvests by almost 20 per cent.) Despite advances in crop science, global population growth seems almost sure to outstrip growth in food production in the next forty years. Disease and environmental disaster might then sweep over the planet. Species could become extinct in such numbers that the biosphere collapsed, or the greenhouse effect might run beyond all possible control: bear in mind that methane, a powerful greenhouse gas, is generated plentifully by rice paddies and livestock, and that many in the developing world might like to own automobiles. All this gives some plausibility to the title ‘Ten years to save the world’ which the president of the Worldwatch Institute gave to an article of 1992:129 the population bomb is sometimes said to have exploded already. Ordinary wars seem unlikely to alter matters by much: all the fighting from the start of the First World War to the end of the Second World War killed only about a fifth of a billion people.130 However, if some desperately hungry or thirsty country unleashed biological warfare, then that might indeed make quite a difference. 
Vacuum Decay=extinction 

Vacuum decay outweighs all other risks—ends all life in the universe irreversibly 

Sample 10 ( Ian, PhD in biomedical materials from Queen Mary's, University of London

“Global disaster: is humanity prepared for the worst?” Ian Sample's Massive: The Hunt for the God Particle is published by Virgin Books” http://www.guardian.co.uk/science/2010/jul/25/disaster-risk-assessment-science //Donnie) 

It has been called "the ultimate ecological catastrophe", but even these strong words fail to convey the true horror and finality of a grim kind of natural disaster known to physicists as "vacuum decay". Forget pandemic viruses that wipe out humanity, asteroid strikes that devastate life on Earth and even black holes that devour the planet. Vacuum decay leaves the entire universe not only lifeless, but without any hope of life for ever more. Vacuum decay, which is happily only a theoretical prospect, occurs when part of the universe is knocked into a more stable state than it exists in today. This creates a bubble of "true vacuum" that expands at the speed of light. As the bubble grows, it reduces the energy locked up in the vacuum of space and rewrites the laws of nature. In 1980, the late Harvard physicist Sidney Coleman published calculations that showed for the first time that vacuum decay was eternally terminal. He wrote: "One could always draw stoic comfort from the possibility that perhaps in the course of time the new vacuum would sustain, if not life as we know it, at least some structures capable of knowing joy. This possibility has now been eliminated." 

Universe Aging=Extinction 

Predictions of the fate of the universe are effective—sun explosion and universe aging make extinction inevitable 

Adams 8 (Fred C. Adams is professor of physics at the University of Michigan This is a short essay in a longer book edited by Nick Bostrom entitled “ Global Catastrophic Risks,” the work cited here is entitled “Longterm astrophysical processes” pg 43, Donnie) 

As we take a longer-term view of our future, a host of astrophysical processes are waiting to unfold as the Earth, the Sun, the Galaxy, and the Universe grow increasingly older. The basic astronomical parameters that describe our universe have now been measured with compelling precision. Recent observations of the cosmic microwave background radiation show that the spatial geometry of our universe is flat (Spergel et al, 2003). Independent measurements of the red-shift versus distance relation using Type la supernovae indicate that the universe is accelerating and apparently contains a substantial component of dark vacuum energy (Garnavich et al., 1998; Perlmutter et al., 1999; Riess et al., 1998).l This newly consolidated cosmological model represents an important milestone in our understanding of the cosmos. With the cosmological parameters relatively well known, the future evolution of our universe can now be predicted with some degree of confidence (Adams and Laughlin, 1997). Our best astronomical data imply that our universe will expand forever or at least live long enough for a diverse collection of astronomical events to play themselves out. Other chapters in this book have discussed some sources of cosmic intervention that can affect life on our planet, including asteroid and comet impacts (Chapter 11, this volume) and nearby supernova explosions with their accompanying gamma-rays (Chapter 12, this volume). In the longer-term future, the chances of these types of catastrophic events will increase. In addition, taking an even longer-term view, we find that even more fantastic events could happen in our cosmological future. This chapter outlines some °f the astrophysical events that can affect life, on our planet and perhaps Dark energy' is a common term unifying different models for the ubiquitous form of energy permeating the entire universe (about 70% of the total energy budget of the physical universe) and causing accelerated expansion of space time. The most famous of these models is Einstein's smologicoi constant, but there are others, going under the names of quintessence, phantom energy, and so on. They are all characterized by negative pressure, in sharp contrast to all other forms of energy we see around us. elsewhere, over extremely long time scales, including those that vastly exceed the current age of the universe. These projections are based on our current understanding of astronomy and the laws of physics, which offer a firm and developing framework for understanding the future of the physical universe (this topic is sometimes called Physical Eschatology - see the review of Cirkovic, 2003). Notice that as we delve deeper into the future, the uncertainties of our projections must necessarily grow. Notice also that this discussion is based on the assumption that the laws of physics are both known and unchanging; as new physics is discovered, or if the physical constants are found to be time dependent, this projection into the future must be revised accordingly. One issue of immediate importance is the fate of Earth's biosphere and, on even longer time scales, the fate of the planet itself. As the Sun grows older, it burns hydrogen into helium. Compared to hydrogen, helium has a smaller partial pressure for a given temperature, so the central stellar core must grow hotter as the Sun evolves. As a result, the Sun, like all stars, is destined to grow brighter as it ages. When the Sun becomes too bright, it will drive a runaway greenhouse effect through the Earth's atmosphere (Kasting et al., 1988). This effect is roughly analogous to that of global warming driven by greenhouse gases (see Chapter 13, this volume), a 

Galaxy Collision=Extinction

Galaxy collision makes extinction inevitable

Adams 8 (Fred C. Adams is professor of physics at the University of Michigan This is a short essay in a longer book edited by Nick Bostrom entitled “ Global Catastrophic Risks,” the work cited here is entitled “Longterm astrophysical processes” pg 43, Donnie) 

Within their clusters, galaxies often pass near each other and distort each other's structure with their strong gravitational fields. Sometimes these interactions lead to galactic collisions and merging. A rather important example of such a collision is coming up: the nearby Andromeda galaxy is headed straight for our Milky Way. Although this date with our sister galaxy will not take place for another 6 billion years or more, our fate is sealed - the two galaxies are a bound pair and will eventually merge into one (Peebles, 1994). 

When viewed from the outside, galactic collisions are dramatic and result in the destruction of the well-defined spiral structure that characterizes the original galaxies. When viewed from within the galaxy, however, galactic collisions are considerably less spectacular. The spaces between stars are so vast that few, if any, stellar collisions take place. One result is the gradual brightening of the night sky, by roughly a factor of 2. On the other hand, galactic collisions are frequently associated with powerful bursts of star formation. Large clouds of molecular gas within the galaxies merge during such collisions and produce new stars at prodigious rates. The multiple supernovae resulting from the deaths of the most massive stars can have catastrophic consequences n represent a significant risk to any nearby biosphere (see Chapter 12, this volume), provided that life continues to thrive in thin spherical layers on terrestrial planets. 

Universe Acceleration=Extinction

We will die no mater what—universe acceleration makes energy finite 

Adams 8 (Fred C. Adams is professor of physics at the University of Michigan This is a short essay in a longer book edited by Nick Bostrom entitled “ Global Catastrophic Risks,” the work cited here is entitled “Longterm astrophysical processes” pg 43, Donnie) 

The discussion in this chapter has focused on physical processes that can take place in the far future. But what about life? How far into the future can living organisms survive? Although this question is of fundamental importance and holds enormous interest, our current understanding of biology is not sufficiently well developed to provide a clear answer. To further complicate matters, protons must eventually decay, as outlined above, so that carbon-based life will come to a definitive end. Nonetheless, some basic principles can be discussed if we are willing to take a generalized view of life, where we consider life to be essentially a matter of information processing. This point of view has been pioneered by Freeman Dyson (1979), who argued that the rate of metabolism or information processing in a generalized life form should be proportional to its operating temperature. If our universe is accelerating, as current observations indicate, then the amount of matter and hence energy accessible to a given universe will be finite. If the operating temperature of life remains constant, then this finite ree energy would eventually be used up and life would come to an end. The only chance for continued survival is to make the operating temperature of life decrease. More specifically, the temperature must decrease fast enough to allow for an infinite amount of information processing with a finite amount of free energy. According to the Dyson scaling hypothesis, as the temperature decreases the rate of information processing decreases, and the quality of life decreases accordingly. Various strategies to deal with this problem have been discussed including the issue of digital versus analogous life, maintaining long-terrn survival by long dormant periods (hibernation), and the question of classical versus quantum mechanical information processing (e.g., Dyson, 1979; Krauss and Starkman, 2000). Although a definitive conclusion has not been reached the prospects are rather bleak for the continued (infinite) survival of life. The largest hurdle seems to be continued cosmic acceleration, which acts to limit the supply of free energy. If the current acceleration comes to an end, so that the future universe expands more slowly, then life will have a better chance for long-term survival. . 2.10 

AT Low Risk of Extinction

There is, humans just have psychological pre-dispositions to assume otherwise  
A. Heuristics 

Yudkowsky 8 (Eliezer, is a Research Fellow at the Singularity Institute for Artificial Intelligence. “Cognitive biases potentially affecting judgement of global risks” This essay appears in a larger book called “Global Catastrophic Risk” edited by Nick Bostrom, pg 85, Donnie)

A general principle underlying the heuristics-and-biases program is that human beings use methods of thought - heuristics - which quickly return good approximate answers in many cases; but which also give rise to systematic errors called biases. An example of a heuristic is to judge the frequency or probability of an event by its availability, the ease with which examples of the event come to mind. R appears in the third-letter position of more English words than in the first-letter position, yet it is much easier to recall words that begin with "R" than words whose third letter is "R". Thus, a majority of respondents guess that words beginning with "R" are more frequent, when the reverse is the case. (Tversky and Kahneman 1973.) Biases implicit in the availability heuristic affect estimates of risk. A pioneering study by Lichtenstein et. al. (1978) examined absolute and relative probability judgments of risk. People know in general terms which risks cause large numbers of deaths and which cause few deaths. However, asked to quantify risks more precisely, people severely overestimate the frequency of rare causes of death, and severely underestimate the frequency of common causes of death. Other repeated errors were also apparent: Accidents were judged to cause as many deaths as disease. (Diseases cause about 16 times as many deaths as accidents.) Homicide was incorrectly judged a more frequent cause of death than diabetes, or stomach cancer. A followup study by Combs and Slovic (1979) tallied reporting of deaths in two newspapers, and found that errors in probability judgments correlated strongly (.85 and .89) with selective reporting in newspapers. People refuse to buy flood insurance even when it is heavily subsidized and priced far below an actuarially fair value. Kunreuther et. al. (1993) suggests underreaction to threats of flooding may arise from "the inability of individuals to conceptualize floods that have never occurred... Men on flood plains appear to be very much prisoners of their experience... Recently experienced floods appear to set an upward bound to the size of loss with which managers believe they ought to be concerned." Burton et. al. (1978) report that when dams and levees are built, they reduce the frequency of floods, and thus apparently create a false sense of security, leading to reduced precautions. While building dams decreases the frequency of floods, damage per flood is so much greater afterward that the average yearly damage increases. It seems that people do not extrapolate from experienced small hazards to a possibility of large risks; rather, the past experience of small hazards sets a perceived upper bound on risks. A society well-protected against minor hazards will take no action against major risks (building on flood plains once the regular minor floods are eliminated). A society subject to regular minor hazards will treat those minor hazards as an upper bound on the size of the risks (guarding against regular minor floods but not occasional major floods). Risks of human extinction may tend to be underestimated since, obviously, humanity has never yet encountered an extinction event.2 

b.) Hindsight bias
Yudkowsky 8 (Eliezer, is a Research Fellow at the Singularity Institute for Artificial Intelligence. “Cognitive biases potentially affecting judgement of global risks” This essay appears in a larger book called “Global Catastrophic Risk” edited by Nick Bostrom, pg 85, Donnie) 

Hindsight bias is when subjects, after learning the eventual outcome, give a much higher estimate for the predictability of that outcome than subjects who predict the outcome without advance knowledge. Hindsight bias is sometimes called the I-knew-it-all-along effect. Fischhoff and Beyth (1975) presented students with historical accounts of unfamiliar incidents, such as a conflict between the Gurkhas and the British in 1814. Given the account as background knowledge, five groups of students were asked what they would have predicted as the probability for each of four outcomes: British victory, Gurkha victory, stalemate with a peace  settlement, or stalemate with no peace settlement. Four experimental groups were respectively told that these four outcomes were the historical outcome. The fifth, control group was not told any historical outcome. In every case, a group told an outcome assigned substantially higher probability to that outcome, than did any other group or the control group  Hindsight bias is important in legal cases, where a judge or jury must determine whether a defendant was legally negligent in failing to foresee a hazard (Sanchiro 2003). In an experiment based on an actual legal case, Kamin and Rachlinski (1995) asked two groups to estimate the probability of flood damage caused by blockage of a city-owned drawbridge. The control group was told only the background information known to the city when it decided not to hire a bridge watcher. The experimental group was given this information, plus the fact that a flood had actually occurred. Instructions stated the city was negligent if the foreseeable probability of flooding was greater than 10%. 76% of the control group concluded the flood was so unlikely that no precautions were necessary; 57% of the experimental group concluded the flood was so likely that failure to take precautions was legally negligent. A third experimental group was told the outcome and also explicitly instructed to avoid hindsight bias, which made no difference: 56% concluded the city was legally negligent. Judges cannot simply instruct juries to avoid hindsight bias; that debiasing manipulation has no significant effect. Viewing history through the lens of hindsight, we vastly underestimate the cost of preventing catastrophe. In 1986, the space shuttle Challenger exploded for reasons eventually traced to an O-ring losing flexibility at low temperature. (Rogers et. al. 1986.) There were warning signs of a problem with the O-rings. But preventing the Challenger disaster would have required, not attending to the problem with the O-rings, but attending to every warning sign which seemed as severe as the O-ring problem, without benefit of hindsight. 

c.)Disjunctions 
Yudkowsky 8 (Eliezer, is a Research Fellow at the Singularity Institute for Artificial Intelligence. “Cognitive biases potentially affecting judgement of global risks” This essay appears in a larger book called “Global Catastrophic Risk” edited by Nick Bostrom, pg 85, Donnie)
The conjunction fallacy similarly applies to futurological forecasts. Two independent sets of professional analysts at the Second International Congress on Forecasting were asked to rate, respectively, the probability of "A complete suspension of diplomatic relations between the USA and the Soviet Union, sometime in 1983" or "A Russian invasion of Poland, and a complete suspension of diplomatic relations between the USA and the Soviet Union, sometime in 1983". The second set of analysts responded with significantly higher probabilities. (Tversky and Kahneman 1983.) In Johnson et. al. (1993), MBA students at Wharton were scheduled to travel to Bangkok as part of their degree program. Several groups of students were asked how much they were willing to pay for terrorism insurance. One group of subjects was asked how much they were willing to pay for terrorism insurance covering the flight from Thailand to the US. A second group of subjects was asked how much they were willing to pay for terrorism insurance covering the round-trip flight. A third group was asked how much they were willing to pay for terrorism insurance that covered the complete trip to Thailand. These three groups responded with average willingness to pay of $17.19, $13.90, and $7.44 respectively. According to probability theory, adding additional detail onto a story must render the story less probable. It is less probable that Linda is a feminist bank teller than that she is a bank teller, since all feminist bank tellers are necessarily bank tellers. Yet human psychology seems to follow the rule that adding an additional detail can make the story more plausible. People might pay more for international diplomacy intended to prevent nanotechnological warfare by China, than for an engineering project to defend against nanotechnological attack from any source. The second threat scenario is less vivid and alarming, but the defense is more useful because it is more vague. More valuable still would be strategies which make humanity harder to extinguish without being specific to nanotechnologic threats - such as colonizing space, or see Yudkowsky (this volume) on AI. Security expert Bruce Schneier observed (both before and after the 2005 hurricane in New Orleans) that the U.S. government was guarding specific domestic targets against "movie-plot scenarios" of terrorism, at the cost of taking away resources from emergency-response capabilities that could respond to any disaster. (Schneier 2005.) Overly detailed reassurances can also create false perceptions of safety: "X is not an existential risk and you don't need to worry about it, because A, B, C, D, and E"; where the failure of any one of propositions A, B, C, D, or E potentially extinguishes the human species. "We don't need to worry about nanotechnologic war, because a UN commission will initially develop the technology and prevent its proliferation until such time as an active shield is developed, capable of defending against all accidental and malicious outbreaks that contemporary nanotechnology is capable of producing, and this condition will persist indefinitely." Vivid, specific scenarios can inflate our probability estimates of security, as well as misdirecting defensive investments into needlessly narrow or implausibly detailed risk scenarios. More generally, people tend to overestimate conjunctive probabilities and underestimate disjunctive probabilities. (Tversky and Kahneman 1974.) That is, people tend to overestimate the probability that, e.g., seven events of 90% probability will all occur. Conversely, people tend to underestimate the probability that at least one of seven events of 10% probability will occur. Someone judging whether to, e.g., incorporate a new startup, must evaluate the probability that many individual events will all go right (there will be sufficient funding, competent employees, customers will want the product) while also considering the likelihood that at least one critical failure will occur (the bank refuses 3 Note that the 44% figure is for all new businesses, including e.g. small restaurants, rather than, say, dot-com startups. a loan, the biggest project fails, the lead scientist dies). This may help explain why only 44% of entrepreneurial ventures3 survive after 4 years. (Knaup 2005.) Dawes (1988) observes: 'In their summations lawyers avoid arguing from disjunctions ("either this or that or the other could have occurred, all of which would lead to the same conclusion") in favor of conjunctions. Rationally, of course, disjunctions are much more probable than are conjunctions.' The scenario of humanity going extinct in the next century is a disjunctive event. It could happen as a result of any of the existential risks discussed in this book - or some other cause which none of us foresaw. Yet for a futurist, disjunctions make for an awkward and unpoetic-sounding prophecy. 

AT If this Risk Was Real Someone would Do something 

Tons of physiological factors show that this is an irrational response

Yudkowsky 8 (Eliezer, is a Research Fellow at the Singularity Institute for Artificial Intelligence. “Cognitive biases potentially affecting judgement of global risks” This essay appears in a larger book called “Global Catastrophic Risk” edited by Nick Bostrom, pg 85, Donnie)
I am sometimes asked: "If <existential risk X> is real, why aren't more people doing something about it?" There are many possible answers, a few of which I have touched on here. People may be overconfident and over-optimistic. They may focus on overly specific scenarios for the future, to the exclusion of all others. They may not recall any past extinction events in memory. They may overestimate the predictability of the past, and hence underestimate the surprise of the future. They may not realize the difficulty of preparing for emergencies without benefit of hindsight. They may prefer philanthropic gambles with higher payoff probabilities, neglecting the value of the stakes. They may conflate positive information about the benefits of a technology as negative information about its risks. They may be contaminated by movies where the world ends up being saved. They may purchase moral satisfaction more easily by giving to other charities. Or the extremely unpleasant prospect of human extinction may spur them to seek arguments that humanity will not go extinct, without an equally frantic search for reasons why we would. But if the question is, specifically, "Why aren't more people doing something about it?", one possible component is that people are asking that very question - darting their eyes around to see if anyone else is reacting to the emergency, meanwhile trying to appear poised and unflustered. If you want to know why others aren't responding to an emergency, before you respond yourself, you may have just answered your own question. 

AT Humans to complex to die 

Complexity don’t mean nothin’ yo, it actually supercharges.

 leslie 96 (John, is a philosopher who focuses on explaining existence. “T H E E N D O F T H E WORLD”Pg 138, Donnie)

Nowadays, a popular instance of a catastrophe is the collapse of a sand pile. If sand grains are added one by one to such a pile, sudden avalanches occur. With clean sand piling up on a small plate, the size of the avalanches can be effectively unpredictable.78 Several studies suggest that many complex systems behave similarly. Also that a system’s complexity can itself force it to evolve to more and more complex states which are increasingly unstable, until the equivalent of an avalanche occurs. Bak and Chen write: ‘Systems as large and as complicated as the earth’s crust, the stock market and the ecosystem can break down not only under the force of a mighty blow but also at the drop of a pin. Large interactive systems perpetually organize themselves to a critical state in which a minor event starts a chain reaction that can lead to a catastrophe’: in the case of the crust, to an earthquake.79 Some of the mass extinctions revealed by the fossil record might illustrate the point. Bak, H.Flyvbjerg and K.Sneppen comment that  ‘large events in the history of evolution—such as the extinction of the dinosaurs—may have taken place without being triggered by large cataclysmic events’, since survival of the fittest ‘does not imply evolution to a state where everybody is well off. On the contrary, individual species are barely able to hang on—like the grains of sand in the critical sand pile.’ Computer-based variants on sand piles suggest to these authors what many a biologist had suggested before them: that ‘species with many connections—that is, those with a high degree of complexity—are more sensitive to the environment, more likely to participate in the next co-evolutionary avalanche and become extinct’. It may therefore be ‘that cockroaches will outlast humans’.80 What applies to a species richly connected to others will, of course, tend to apply as well to rich groups of interacting species. As was argued by the ecologist R.May in the 1970s, an ecosystem’s biodiversity is not an unmixed blessing: the interconnections between its parts may help it to fall apart, just because there are so many of them.81 Much of this involves bold world-modelling with computer systems or very clean sand, which can behave rather differently from natural systems and ordinarily dirty sand. And clearly it is no excuse for scattering pesticides everywhere to reduce biodiversity, or for destroying as many complex animals as possible. On the other hand, there is something very suspect in arguing that the elements of Earth’s biosphere are now so intricately knitted together that they run no real risk of falling apart under the new stresses that pollutants put on them, or that humans at least ‘are so advanced that they are bound to survive’. Again and again, the fossil record tells of complicated species which have become extinct while simple ones have continued onwards. 

Yes Existential Risk High – A2: Publication Bias

Even if there’s a publication bias, the expert consensus is still on our side.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2009 (“The Future of Humanity,” Geopolitics, History and International Relations, Volume 9, Issue 2, Available Online to Subscribing Institutions via ProQuest Research Library, Reprinted Online at http://www.nickbostrom.com/papers/future.pdf, Accessed 07-06-2011, p. 10)

Human extinction risks have received less scholarly attention than they deserve. In recent years, there have been approximately three serious books and one major paper on this topic. John Leslie, a Canadian philosopher, puts the probability of humanity failing to survive the next five centuries to 30% in his book End of the World.19
His estimate is partly based on the controversial “Doomsday argument” and on his own views about the limitations of this argument.20
Sir Martin Rees, Britain’s Astronomer Royal, is even more pessimistic, putting the odds that humanity will survive the 21st century to no better than 50% in Our Final Hour.21
Richard Posner, an eminent American legal scholar, offers no numerical estimate but rates the risk of extinction “significant” in Catastrophe.22
And I published a paper in 2002 in which I suggested that assigning a probability of less than 25% to existential disaster (no time limit) would be misguided.23
The concept of existential risk is distinct from that of extinction risk. As I introduced the term, an existential disaster is one that causes either the annihilation of Earth-originating intelligent life or the permanent and drastic curtailment of its potential for future desirable development.24

It is possible that a publication bias is responsible for the alarming picture presented by these opinions. Scholars who believe that the threats to human survival are severe might be more likely to write books on the topic, making the threat of extinction seem greater than it really is. Nevertheless, it is noteworthy that there seems to be a consensus among those researchers who have seriously looked into the matter that there is a serious risk that humanity’s journey will come to a premature end.25

Moral obligation to not go extinct

We are the only intelligent life—extinction is a d-rule 

Leslie 96 (John, is a philosopher who focuses on explaining existence. “T H E E N D O F T H E WORLD”Pg 138, Donnie)

Ought we, then, to join the flying-saucer spotters who claim that extraterrestrials have in fact been seen? It could seem better to join Barrow and Tipler12 in reflecting that Earth could easily be the one and only place in the galaxy where advanced life (or any life) had been going to evolve. It is little use arguing that we need to treat the intelligence-carrying planet on which we find ourselves as fairly typical until we get evidence to the contrary—for if there were instead only a single intelligence-carrying planet in the universe, where else could we intelligent beings find ourselves? Very possibly, almost all galaxies will remain permanently lifeless. Quite conceivably the entire universe would for ever remain empty of intelligent beings if humans became extinct. Very primitive life might itself arise only after chemicals in some primeval soup had combined in highly improbable ways.13 The leap from primitive life to intelligent life could also be very difficult. And even if it were easy it might well not be made, because there was so little evolutionary advantage in making it. Think of the clever and curious animal putting its head into some dark hole and tell him to go to bone citygetting it snapped off. In view of all this we have a strong duty not to risk the extinction of the human race, and above all not to risk it for utterly trivial benefits. As soon as it became fairly clear that CFCs were efficient at destroying stratospheric ozone, their use for spraying deodorants into armpits ought to have been banned outright and world wide. 

Asteroids=Extinction 

Asteroid strikes cause extinction 

Napier 8 (William Napier is an astronomer whose research interests are mostly to do with the interaction of comets and asteroids with the Earth. He co-authored the first paper (Napier & Clube, 1979) to point out that the impact rates then being found were high enough to be relevant on timescales from the evolutionary to the historical, and has co-authored 3 books on the subject and written about 100 papers. “Hazards from comets and asteroids” , Donnie) 

Impacts approaching end-times ferocity probably begin at a million or 2 megatons TNT equivalent (Chapman and Morrison, 1994), corresponding to the impact of bodies a kilometre or so across. Blast and earthquake devastation are now at least continental in scale. While direct radiation from the rising fireball, peaking at 100 km altitude, is limited to a range of 1000 km by the curvature of the Earth, ballistic energy would throw hot ash to the top of the atmosphere, whence it would spread globally. Sunlight would be cut off, and food chains would collapse. The settling time of fine dust is measured in years, and commercial agriculture could not be sustained (Engvild, 2003). Lacking sunlight, continental temperatures would plummet, and heat would flow from the warmer oceans onto the cooled land masses, resulting in violent, freezing winds blowing from sea to land as long as the imbalance persisted. At these higher energies, an ocean impact yields water waves whose dimensions are comparable with the span of underwater earthquakes, and so the transport of the wave energy over global distances seems more assured, as does the hydraulic bore which could create a deep and catastrophic inundation of land. From 10 million megatons upwards, we may be approaching the mass extinctions of species from a cocktail of prompt and prolonged effects. A land impact of this order could conceivably exterminate humanity and would surely leave signatures in the evolutionary record for future intelligent species to detect. Regionally, the local atmosphere might simply be blown into space. A rain of perhaps 10 million boulders, metre sized and upwards, would be expected over at least continental dimensions if analogy with the Martian impact crater distribution holds (McEwen et al., 2005). Major global effects include wildfires through the incinerating effect of dust thrown around the Earth; poisoning of the atmosphere and ocean by dioxins, acid rain, sulphates and heavy metals; global warming due to water and carbon dioxide injections; followed some years later by global cooling through drastically reduced insolation, all of this happening in pitch black. The dust settling process might last a year to a decade with catastrophic effects on the land and sea food chains (Alvarez et al., 1980; Napier and Clube 1979; Toon et al. 1990). At these extreme energies, multiple bombardments may be involved over several hundred thousand years or more, and in addition prolonged trauma are likely due to dustings from large, disintegrating comets. However this aspect of the hazard is less well understood and the timescales involved are more of geological than societal concern.
Asteroid risk cannot be set aside using a timeframe focus

Posner 04 (Richard, Judge of the U.S. Court Appeals for the Seventh Circuit, and a senior lecturer at the University of Chicago Law School, Oxford University Press, “Catastrophe: Risk and Response”//sb)
Nuclear threats are familiar and feared, like the threat of pandemics. It is otherwise when attention shifts to the second natural catastrophe Conclusion 247 that I emphasized—a major asteroid collision. The number of expected human deaths from asteroid collisions follows a catastrophic risk distribution, meaning that the most serious collision in the range of possibilities considered would account for most of the deaths. Although a collision of that magnitude is highly unlikely if its probability is computed over the span of a few decades (a probability is greater the longer the interval being considered—the probability that one will be involved in an automobile accident is greater in the next 10 years than in the next month), its expected cost is not negligible, because a very low probability is being multiplied by a very great loss if the risk materializes. That conjunction defines “catastrophic risk” as I am using the term, but with the further provison that the loss must be cataclysmic. 
Asteroid strike guarantees extinction

Leslie 96 (John, Philosopher and Professor Emeritus @ University of Guelph, in Ontario, Canada, “The End of the World”, The Science and Ethics of Human Extinction, Routlege//sb)
The human race might be exterminated by a large comet or an asteroid. In 1994 there was heavy media coverage when Jupiter was struck by some twenty kilometer-sized fragments of comet Shoemaker-Levy 9, moving at about sixty kilometers a second. One fragment exploded with an energy of at least six million megatons (TNT-equivalent). Less well known is that Howard-KoomenMichels 1979XI, a comet whose head was larger than the Earth, hit the sun in 1979,1 while in late 2126 the comet Swift-Tuttle, a trillion tons of ice and rock moving at some sixty-five kilometers a second, will (if present calculations are right) cross Earth’s orbit at a point from which Earth itself is only two weeks distant.2 There have been certainly five and maybe well over a dozen mass extinctions in Earth’s biological history. 

AT No Warming—Economic Incentives to Lie 

Even if they do so do your authors, peer reviewed research is the tie breaker and we have that 

Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” pg 53, Donnie)
Some global-warming skeptics, less moderate than Lomborg, deny that there is a global-warming problem, or at least a problem related to human activities, at all. These radical skeptics, such as Patrick Michaels, point out that climatologists have a vested interest in whipping up fears of global warming because the greater the fears, the more research grants climatologists can obtain.159 (Their incentives are the opposite of those of particle physicists, who, desiring ever more powerful particle accelerators, are inclined to minimize the dangers that such accelerators may create.) Fair enough; it would be a mistake to suppose scientists to be completely disinterested, and when the science is inexact or unsettled the normal self-interested motivations that scientists share with the rest of us have elbow room for influencing scientific opinion. To this it can be added that the climatic and other environmental effects of burning fossil fuels are red flags to the Greens, and so in a basically serious book about global warming we find such absurdities as the claim that communism collapsed “in no small part because the nineteenth-century ideology of Karl Marx paid little attention to the effects of environmental degradation.”160 There is suspicion that climate scientists are influenced by Green thought. The other side of this coin, however, is that Michaels’s own research, along with that of other global-warming skeptics, is financed by the energy industries.161 And it may not be very good research. Richard Lindzen, a professor of meteorology at M.I.T. who is one of the scientifically most distinguished global-warming skeptics, has been quoted  as saying that Michaels comes to the climate debate from the “scientific backwater of climatology. He doesn’t really know physics and he should.”162 And Ross Gelbspan has pointed out that the most outspoken scientific critiques of global warming predictions rarely appeared in the standard scientific publications, the “peer-reviewed” journals where every statement was reviewed by other scientists before publication. With a few exceptions, the critiques tended to appear in venues funded by industrial groups and conservative foundations, or in business-oriented media like the Wall Street Journal.163 The insurance industry, which is not a hotbed of leftist thought and has a significant financial stake in evaluating catastrophic risks correctly, is taking global warming seriously.164 

Disease Impact 

Even if they win defense vote neg, disease risks extinction 

Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” Pg 16, Donnie)

The likelihood of a natural pandemic that would cause the extinction of the human race is probably even less today than in the past (except in prehistoric times, when people lived in small, scattered bands, which would have limited the spread of disease), despite wider human  contacts that make it more difficult to localize an infectious disease. The reason is improvements in medical science. But the comfort is a small one. Pandemics can still impose enormous losses and resist prevention and cure: the lesson of the AIDS pandemic. And there is always a first time. That the human race has not yet been destroyed by germs created or made more lethal by modern science, as distinct from completely natural disease agents such as the flu and AIDS viruses, is even less reassuring. We haven’t had these products long enough to be able to infer survivability from our experience with them. A recent study suggests that as immunity to smallpox declines because people are no longer being vaccinated against it, monkeypox may evolve into “a successful human pathogen,”15 yet one that vaccination against smallpox would provide at least some protection against; and even before the discovery of the smallpox vaccine, smallpox did not wipe out the human race. What is new is the possibility that science, bypassing evolution, will enable monkeypox to be “juiced up” through gene splicing into a far more lethal pathogen than smallpox ever was. 

Biological Weapons = Extinction

Biological weapons change the calculus- net more harmful than nuclear weapons

Noun and Chyba 08 (Ali and Christopher F, “Biotechnology and Biosecurity”, Chapter 20 of “Global Catastrophic Risks”, edited by Nick Bostrom and Milan Cirkovic//sb)
Producing a nuclear bomb is difficult; it requires expensive and technologically advanced infrastructure and involves uranium enrichment or plutonium production and reprocessing capacity that are difficult to hide. These features render traditional non-proliferation approaches feasible; despite being faced with many obstacles to non-proliferation, the International Atomic Energy Agency (IAEA) is able to conduct monitoring and verification inspections on a large number (over a thousand) of nuclear facilities throughout the world. These traditional approaches are also reasonably effective in the chemical realm where the Organization for the Prohibition of Chemical Weapons (OPCW) can, inter alia, monitor and verify the destruction of declared chemical stockpiles. But biological weapons proliferation is far more challenging for any future inspection regime - and it will only become more so as the underlying technologies continue to advance. In some respects, biological weapons proliferation poses challenges more similar to those presented by cyber attacks or cyber terrorism than to those due to nuclear or chemical weapons. An IAEA- or OPCW-like monitoring body so widely available that only a remarkably invasive inspection regime could possibly monitor it. Instead, society has decided to respond in other ways, including creating rapidly evolving defences like downloadable virus software and invoking law enforcement to pursue egregious violators. against the proliferation of cyber attack capabilities would present a reductio ad absurdum for a verification and monitoring regime. 
Modern biological weapons easily cause extinction

Leslie 96 (John, Philosopher and Professor Emeritus @ University of Guelph, in Ontario, Canada, “The End of the World”, The Science and Ethics of Human Extinction, Routlege//sb)
What is there in all this to exterminate the human race? In the Second World War fowl plague was intensively studied and the British manufactured five million anthrax-filled cattle cakes, but humans can survive as vegetarians. In contrast, the viruses, bacteria and fungi investigated for attacking rice, wheat, maize, potatoes, etc. could produce widespread famine. It seems unlikely, though, that sufficiently many crops would be destroyed to wipe out humankind. The main danger surely lies in germs specifically directed against humans. An attacking nation’s vaccines to protect itself might all too easily fail. ‘Ethnic’ biowarfare agents could mutate, then slaughtering all races equally. Ingenious safety measures, for instance engineering of organisms so that they would die off after a small number of cell divisions, might again be nullified by mutation or by exchange of genetic material with unengineered organisms.65 Terrorists, or criminals demanding billions of dollars, could endanger the entire future of humanity with utterly lethal organisms which mutated so rapidly that no vaccines could fight them. 
Global Warming= Biggest Threat
Global warming outweighs all other doomsday scnarios

Posner 04 (Richard, Judge of the U.S. Court Appeals for the Seventh Circuit, and a senior lecturer at the University of Chicago Law School, Oxford University Press, “Catastrophe: Risk and Response”//sb)
Indeed, what most distinguishes global warming from the other doomsday scenarios is the seemingly enormous cost of controlling it— hundreds of billions, probably trillions, of dollars, to roll back emissions levels to where they were just a few years ago. That cost interacts with the possibility of a market solution (clean fuels) or of developing technologies for atmospheric cleansing, and with uncertainty concerning not the fact of global warming or the causal role of greenhouse-gas emissions in it but the precise future consequences of it, to create doubt whether anything should be done at this time. It is tempting to take a leap in the dark and hope that in a few years climate science will develop to the point at which precise predictions about the course and consequences of global warming are possible, and that the relevant technologies will have developed to the point at which a cheap cure for global warming is possible even though the atmospheric concentrations of greenhouse gases are likely to be much greater than at present. The danger of wait and see (and hope) lies in the fact that atmospheric concentrations of those gases will continue to rise even if the emissions rate does not increase (but probably it will increase, as world population and output grow). Given the unknown trigger point at which catastrophically abrupt global warming might occur, a better solution than wait and hope and meanwhile study might be to place a moderate tax on carbon dioxide emissions—a tax calibrated not to roll back emissions in the short run, which would require both a very heavy 
Global warming means we should defer to extinction despite science skepticism

Rees 08 (Martin J, director elected by the body of Fellows and responsible for administration of the college) of Trinity College , Cambridge since 2004. Professor of cosmology and astrophysics from Cambridge University and a visiting professor at Leicester University and Imperial College London . He was promoted to Astronomer Royal in 1995 and was appointed to the House of Lords in 2005 as an independent member (not belong to any party, “Global Catastrophic Risks” Foreword, edited by Nick Bostrum and Milan Cirvokic//sb)
One type of threat comes from humanity's collective actions; we are eroding natural resources, changing the climate, ravaging the biosphere and driving many species to extinction. Climate change looms as the twenty-first century's number-one environmental challenge. The most vulnerable people - for instance, in Africa or Bangladesh - are the least able to adapt. Because of the burning of fossil fuels, the CO2 concentration in the atmosphere is already higher than it has ever been in the last half million years - and it is rising ever faster. The higher CO2 rises, the greater the warming - and, more important still, the greater will be the chance of triggering something grave and irreversible: rising sea levels due to the melting of Greenland's icecap and so forth. The global warming induced by the fossil fuels we burn this century could lead to sea level rises that continue for a millennium or more. The science of climate change is intricate. But it is simple compared to the economic and political challenge of responding to it. The market failure that leads to global warming poses a unique challenge for two reasons. First, unlike the consequences of more familiar kinds of pollution, the effect is diffuse: the CO2 emissions from the UK have no more effect here than they do in Australia, and vice versa. That means that any credible framework for mitigation has to be broadly international. Second, the main downsides are not immediate but lie a century or more in the future: inter-generational justice comes into play; how do we rate the rights and interests of future generations compared to our own? The solution requires coordinated action by all major nations. It also requires far-sightedness - altruism towards our descendants. History will judge us harshly if we discount too heavily what might happen when our grandchildren grow old. It is deeply worrying that there is no satisfactory fix yet on the horizon that will allow the world to break away from dependence on coal and oil - or else to capture the CO2 that power stations emit. To quote Al Gore, 'We must not leap from denial to despair. We can do something and we must.' The prognosis is indeed uncertain, but what should weigh most heavily and motivate policy-makers most strongly - is the 'worst case' end of the range of predictions: a 'runaway' process that would render much of the Earth uninhabitable. Our global society confronts other 'threats without enemies', apart from (although linked with) climate change. High among them is the threat to biological diversity. There have been five great extinctions in the geological past. Humans are now causing a sixth. The extinction rate is 1000 times higher than normal and is increasing. We are destroying the book of life before we have read it. There are probably upwards of 10 million species, most not even recorded - mainly insects, plants and bacteria. 

Nuke War = Extinction
Nuke war causes extinction through radiation
Leslie 96 (John, Philosopher and Professor Emeritus @ University of Guelph, in Ontario, Canada, “The End of the World”, The Science and Ethics of Human Extinction, Routlege//sb)
Could all-out nuclear war mean the end of the human race? Conceivably, rapid loss of half the world’s population would itself produce a return to Stone Age conditions. Our planet would then be able to support only some five million hunter-gatherers. Humans might be as liable to extinction as more or less any other species of large mammal. A more likely scenario, however, would be extinction through the effects of radiation: cancers, weakenings of the immune system so that infectious diseases ran riot, or numerous birth defects. There could also be deaths of micro-organisms important to the health of the environment. As Sagan notes, some of them ‘might be at the base of a vast ecological pyramid at the top of which totter we’ 
***No Extinction

no extinction 

Space colonization means no extinction. 
leslie 96 (John, is a philosopher who focuses on explaining existence. “T H E E N D O F T H E WORLD” Pg 145, Donnie) 

Ozone layer destruction, greenhouse warming, the pollution crisis, the exhaustion of farmlands and the loss of biodiversity all threaten to cause immense misery. Yet they too might well appear unlikely to wipe out the entire human race, particularly since people could take refuge in artificial biospheres. Now, a few surviving thousands would probably be a sufficient base from which new billions could grow. The same can probably be said of global nuclear warfare. Artificial biospheres could maintain the human race if the remainder of the planetary surface became uninhabitable.  Advances in nanotechnology might be very perilous. However, there is every hope that they wouldn’t be made before humans had moved far enough towards a single world government to be able to insist on safeguards. Furthermore, colonization of the entire solar system, and perhaps even of other star systems, would probably be progressing speedily when the nanotechnological revolution arrived—so that, once again, destruction of all humans on Earth wouldn’t mean the end of humans as a species. 
Probability of extinction has decreased- small scale conflicts are cumulatively not much of a concern

Bostrum and Cirkovic 08 (Nick, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, Milan M.,  research professor at the Astronomical Observatory of Belgrade, (Serbia) and an associate professor at the Department of Physics, University of Novi Sad (Serbia). He received his Ph.D. in Physics from the State University of New York at Stony Brook (USA), M.S. in Earth and Space Sciences from the same university, and his B.Sc. in Theoretical Physics from the University of Belgrade., Chapter 1, “Global Catastrophic Risks”//sb)
The most likely global catastrophic risks all seem to arise from human activities, especially industrial civilization and advanced technologies. This is not necessarily an indictment of industry or technology, for these factors Reserve much of the credit for creating the values that are now at risk -including most of the people living on the planet today, there being perhaps 30 times more of us than could have been sustained with primitive agricultural methods, and hundreds of times more than could have lived as hunter-gatherers. Moreover, although new global catastrophic risks have been created, many smaller-scale risks have been drastically reduced in many parts of the world, thanks to modern technological society. Local and personal disasters -such as starvation, thirst, predation, disease, and small-scale violence -have historically claimed many more lives than have global cataclysms. The reduction of the aggregate of these smaller-scale hazards may outweigh an increase in global catastrophic risks. To the (incomplete) extent that true risk levels are reflected in actuarial statistics, the world is a safer place than it has ever been: world life expectancy is now 64 years, up from 50 in the early twentieth century, 33 in Medieval Britain, and an estimated 18 years during the Bronze Age. Global catastrophic risks are, by definition, the largest in terms of scope but not necessarily in terms of their expected severity (probability x harm). Furthermore, technology and complex social organizations offer many important tools for managing the remaining risks. Nevertheless, it is important to recognize that the biggest global catastrophic risks we face today are not purely external; they are, instead, tightly wound up with the direct and indirect, the foreseen and unforeseen, consequences of our own actions.
Extinction won’t happen till .95-1.00 billion years- assumes climate change

Adams 08 (Fred C.,  American astrophysicist, professor of physics at the University of Michigan, where his main field of research is astrophysics theory focusing on star formation, background radiation fields, and the early universe, “Longterm astrophysical processes”, Chapter 2 of “Global Catastrophic Risks”, edited by Nick Bostrum and Milan Cirkcovic//sb)

One issue of immediate importance is the fate of Earth's biosphere and, on even longer time scales, the fate of the planet itself. As the Sun grows older, it burns hydrogen into helium. Compared to hydrogen, helium has a smaller partial pressure for a given temperature, so the central stellar core must grow hotter as the Sun evolves. As a result, the Sun, like all stars, is destined to grow brighter as it ages. When the Sun becomes too bright, it will drive a runaway greenhouse effect through the Earth's atmosphere (Kasting et al., 1988). This effect is roughly analogous to that of global warming driven by greenhouse gases (see Chapter 13, this volume), a peril that our planet faces in the near future; however, this later-term greenhouse effect will be much more severe. Current estimates indicate that our biosphere will be essentially sterilized in about 3.5 billion years, so this future time marks the end of life on Earth. The end of complex life may come sooner, in 0.9-1.5 billion years owing to the runaway greenhouse effect (e.g., Caldeira and Kasting, 1992). 

Solar Flares No impact 

Solar flares have no impact—not enough energy and the atmosphere checks 

Dar 8 (Arnon Dar is a professor of physics at the Department of Physics and the Asher Space Research Institute of the Technion, Israel Institute of Technology, Haifa and is the incumbent of the Naite and Beatrice Sherman Chair in physics. He received his Ph.D. in 1964 from the Weizmann Institute of Science in Rehovot for inventing the Diffraction Model of direct nuclear reactions.“Influence of Supernovae, gammaray bursts, solar flares, and cosmic rays on the terrestrial environment” , Donnie) 

Solar flares are the most energetic explosions in the solar system. They occur in the solar atmosphere. The first solar flare recorded in astronomical literature, by the British astronomer Richard C. Carrington, occurred on 1 September 1859. Solar flares lead to the emission of electromagnetic radiation, energetic electrons, protons and atomic nuclei (solar cosmic rays) and a magnetized plasma from a localized region on the sun. A solar flare occurs when magnetic energy that has built up in the solar atmosphere is suddenly released. The emitted electromagnetic radiation is spread across the entire electromagnetic spectrum, from radio waves at the long wavelength end, through optical emission to X-rays and gamma-rays at the short wavelength end. The energies of solar cosmic rays reach a few giga electron volts =10**9 ev [1 ev = 1 6021753(14). 10~13 J]. The frequency of solar flares varies, from several per day when the sun is particularly active to less than one per week when the sun is quiet. Solar flares may take several hours or even days to build up, but the actual flare takes only a matter of minutes to release its energy. The total energy released during a flare is typically of the order 1027 erg s-1. Large flares can emit up to 1032 erg. This energy is less than one-tenth of the total energy emitted by the sun every second (I. = 3.84 x 1033 erg s -1). In the unlikely event that all the magnetic field energy in the solar atmosphere is radiated in a single solar flare, the solar flare energy cannot exceed ~ B2R3/12 ~ 1.4 x 1O33 erg where В ~ 50 Gauss is the strength of the sun's dipole surface magnetic field and R MSS for symbol.] — 7x 1010 cm is the solar radius. Even this energy is only approximately one-third of the total energy emitted by the sun every second. Thus, individual solar flares are not energetic enough to cause global catastrophes on planet Earth. However, solar flares and associated coronal mass ejections strongly influence our local space weather. They produce streams of highly energetic particles in the solar wind and the Earth's magnetosphere that can present radiation hazards to spacecraft and astronauts. The soft X-ray flux from solar flares increases the ionization of the upper atmosphere, which can interfere with short-wave radio communication, and can increase the drag on low orbiting satellites, leading to orbital decay. Cosmic rays that pass through living bodies do biochemical damage. The large number of solar cosmic rays and the magnetic storms that are produced by large solar flares are hazardous to unprotected astronauts in interplanetary space. The Earth's atmosphere and magnetosphere protect people on the ground. 

Gamma Ray—No Impact

Low risk of gamma ray OR UV ray extinction—ozone is resilient and it checks 

Dar 8 (Arnon Dar is a professor of physics at the Department of Physics and the Asher Space Research Institute of the Technion, Israel Institute of Technology, Haifa and is the incumbent of the Naite and Beatrice Sherman Chair in physics. He received his Ph.D. in 1964 from the Weizmann Institute of Science in Rehovot for inventing the Diffraction Model of direct nuclear reactions.“Influence of Supernovae, gammaray bursts, solar flares, and cosmic rays on the terrestrial environment” , Donnie) 

The direct threats to life on the Earth from the UV, X-ray and gamma-ray emission from SN explosions and their remnants are even smaller because the atmosphere is opaque to these radiations. The only significant threat is from the possible stripping of the Earth's ozone layer followed by the penetration of UV radiation and absorption of visible sunlight by NO2 in the atmosphere. However, the threat from supernovae more distant than 30 LY is not larger than that from solar flares. The ozone layer has been frequently damaged by large solar flares and apparently has recovered in relatively short times. 

NO Resource Scarcity Impact 

Resources for all intensive pourposes are infinite 

Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” pg 58, Donnie)

The least likely man-made disaster is the one that, over the years, has received the most attention,183 though this is changing. I refer to the exhaustion of natural resources—including the very fossil fuels that so distress the Greens because of the effect on global warming. It is true  that, at least as long as the extraction of natural resources is confined to our planet, those resources are finite in a literal sense. But it is unlikely that they are finite in relation to a realistic estimate of human demands. The reason is the price system. When a good becomes scarcer, its price rises, producing two effects. People buy less of it because substitutes are now more attractive, and additional money is invested in increasing its production. The earth is estimated to contain between 4 and 6 trillion tons of fossil fuels economically recoverable at 2002 market prices. But should they all be used up, as much as three times the quantity could be obtained at higher cost from the methane on the ocean floors.184 Natural gas consists mainly of methane, which therefore amounts to a huge untapped source of natural gas. The Greens, were it not for their uncritical hostility to capitalism, should find the operation of the price system reassuring. For it implies that the consumption of fossil fuels and the resulting emissions of carbon dioxide will decline as higher prices caused by growing scarcity induce the substitution of clean fuels. The analysis is equally applicable to water, a focus of current concern by environmentalists. Although 72 percent of the earth’s surface is ocean, fresh water is in short supply in many inhabited parts of the world, and some environmentalists are predicting disaster.185 One might expect them to welcome global warming, which is expected to increase the amount of precipitation. But it may do so mainly in areas that do not face a water shortage;186 moreover, the demand for water will be greater the warmer the climate becomes. In any event, a catastrophic global water shortage is almost inconceivable. The scarcer fresh water becomes, the more economical will desalination become, and also the greater will be the incentive for water-saving measures ranging from subsurface irrigation to chemical toilets (conventional toilets use an immense amount of water). There is no fundamental economic difference between water viewed as a natural resource and oil, gas, or coal. If anything, the comparison favors water, because it is not depletable, though that difference is not fundamental if I am right that the price system will prevent oil, gas, or coal from running out before there are feasible substitutes. What is worrisome, however, is that shortages of water, though only short term, might have severe political consequences in tense, dry regions, such as the Middle East. But the risk of a global catastrophe seems negligible. S

No Asteroids Impact 

They have low probability and evacuation checks, the plan doesn’t solve anyway 
Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” pg 28 , Donnie)

Deflection does not solve that well, Asteroids are unlikely and wont cause extinction 

Because of such uncertainties, an asteroid defense probably would not be airtight. The farther in the future the estimated date of impact was, the more time there would be to deflect the asteroid but also the greater the likelihood of an error, including an error that resulted in nudging the asteroid into a collision course with the earth. But unless the risk of such an error were significant, even an imperfect defense would be beneficial. If the point of impact could be determined only a few weeks in advance, evacuation of the population in its vicinity might save millions of lives even if the impact itself could not be prevented.  As this example shows, prevention is not the only possible response to a risk. This is true even when the risk is of extinction. Were it known that the human race would become extinct in 10 years, people would respond by reducing their savings rate, since savings are a method of shifting consumption to the future. The response would reduce, however slightly, the cost of the impending extinction. The risk of extinction is only one of the risks created by the asteroid menace, and it is the aggregation of risks that should be the focus of concern. Clark Chapman and David Morrison estimate that the chance of being killed by an asteroid of any size is approximately the same as that of being killed in an airplane crash or a flood.40 John Lewis estimated that there is a 1 percent chance of an asteroid one or more kilometers in diameter hitting the earth in a millennium, and that such a hit would kill an average of one billion people.41 This figure equates to an expected annual death rate from such strikes of 10,000. Elsewhere in his book, it is true, Lewis estimated an annual death rate of only 1,479 even when the 1-kilometer threshold was dropped and all possible asteroid (and comet and meteorite) collisions were considered.42 But that figure was based on a Monte Carlo simulation (Monte Carlo simulations map probabilities onto timescales, showing when a probabilistic event might occur on the timescale covered by the simulations) that was truncated at 10,000 years; thus a very rare, very destructive asteroid collision might not show up in the truncated simulation but would if the simulation covered a longer interval. 

AT Easterbrook Asteroid Predictins

Easterbrook’s Asteroid predictions are hilariously false and outweighted by more probable impacts 

Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” pg 114 , Donnie)

Easterbrook has written seriously in the past about environmental problems, and the article that I am criticizing has a sober discussion of global warming.75 But the discussion ends on a note of ridicule and belittlement: “So be prepared: Stock lots of sweaters and a few Hawaiian shirts. The weather can be tricky this time of year.”76 He actually exaggerates the danger of asteroid collisions by saying that there are at least 1,100 near-earth objects “big enough to cause a  Chicxulub strike,”77 a reference to the asteroid collision that is believed to have wiped out the dinosaurs. The figure (actually 1,148, and merely an estimate) refers to the number of near-earth objects with a diameter of 1 kilometer or more.78 As noted in chapter 1, very few of these have a diameter as great as 10 kilometers, the estimated size of the dinosaur buster; only one that large has been detected thus far in the search for near-earth objects. Easterbrook concludes sensibly that our lack of a plan to develop a technology that could prevent such collisions “may be unwise” and that “perhaps NASA ought to take more seriously research into how to block a killer rock.”79 (The hesitation in “may” and “perhaps” makes no sense given Easterbrook’s belief that there are 1,100 near-earth objects as dangerous as the dinosaur slayer.) But that conclusion, which may be influenced by his exaggeration of the danger, is inconsistent with the title and tone of the article and with his overall conclusion that we fret about proliferating nanobots or instant cosmic doom when we ought to be devoting our time and energy to confirmed worries like 41 million Americans without health insurance. A highcalorie, low-exertion lifestyle is far more likely to harm you than a vagrant black hole. . . . It makes far more sense to focus on mundane troubles that are all too real.80 The fallacy, a recurrent one in debates over public policy,81 is to think that we have a choice between only two policies: we can either expand health insurance or take measures against catastrophic risks. We can do both. We would just have to give up something else. If the something else, for example subsidizing U.S. farmers or textile manufacturers, is a less valuable use of our resources, then giving it up in order to provide both more health insurance and more safety would be a good trade. 

Volcanoes Don’t Cause Extinction 

Volcanoes won’t cause extinction—too small 

Posner 4 (Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” pg 29, Donnie)
Other natural catastrophes besides pandemics and asteroid collisions are of course possible, including a volcanic eruption in Yellowstone National Park that might be a thousand times more powerful than that of of Mount St. Helens—an eruption that had the explosive energy of 24 megatons of TNT, about twice that of the Tunguska asteroid explosion.43 Volcanic eruptions have, however, less cataclysmic potential than pandemics or asteroid strikes. There is usually some warning, and the upper bound of destruction is lower, in part because few volcanoes are located in heavily populated areas. (Vesuvius, near Naples, is an exception.) But major volcanic eruptions are far more frequent than serious asteroid collisions, and so the expected cost of the former may be equal to or, in all likelihood, greater than that of the latter, though this may depend on whether the harm of extinction deserves a special weight, an issue I take up in chapter 3. 

Earthquakes Don’t Cause Extinction 

Earthquakes are too local to have an impact 

Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” pg 30, Donnie)
There have been horrendous earthquakes, of which the great Lisbon earthquake of 1755, which is estimated to have killed 60,000 people, is very far from having been the largest; an earthquake in Shensi, China, in 1556 is estimated to have killed more than 800,000 people.44 But earthquakes, like volcanoes, do local rather than global damage. I shall skip over these and other natural catastrophes and move to the man-made ones. 

Nuclear War Doesn’t Cause Extinction 

Nuclear war is not big enough to cause extinction 

Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” pg 71, Donnie)

During the half century of the cold war (1947–1989), the catastrophic risk that attracted the most attention was that of a nuclear and, beginning in the 1950s, a thermonuclear war239 (that is, a war with hydrogen bombs rather than just atomic bombs). Before the first test explosion of an atomic bomb in 1945, there was some concern in scientific circles that a nuclear explosion could ignite the entire atmosphere. 240 But the risk was considered very small, and anyway risk taking is the order of the day in wartime; and of course the risk did not materialize. Although there has long been loose talk about how a nuclear war might cause the extinction of the human race, this was never a danger if attention is confined to atomic bombs. A Hiroshima-sized bomb can cause a great loss of life, and a thousand of them much more. There were almost 150,000 deaths in Hiroshima; multiply that number by a thousand and the total number of deaths rises to 150 million. But this is only 2.5 percent of the world’s population today, a percentage not much greater than the percentage of the world’s population killed in World War II (some 40 to 50 million, out of a world population of 2.3 billion—so about 2 percent), though the loss was spread over six years. Still, 150 million is an appalling number of human deaths—and it is an underestimate, because there would also be radioactive contamination of human and other habitats, resulting in many illnesses  and some deaths. But the human race would survive. This is less certain if we imagine an all-out war with hydrogen bombs, which could produce consequences similar to that of a major asteroid collision, in particular the destruction of most agriculture by the creation of dense clouds of debris that would shut down photosynthesis, maybe for years.241 Martin Rees, however, says that the “best guess” is that even a full-scale hydrogen-bomb war would not cause “a prolonged worldwide blackout.”242 

US-Russia Accidental Nuclear War=No

Low risk of accidental nuclear war with Russia, even if it did happen it would not cause all out war 

Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” Pg 72, Donnie) 

To wage thermonuclear war was never an option seriously considered by the United States or the Soviet Union, but the danger of an accidental all-out thermonuclear war was not trivial. There were a number of false alarms during the cold war—occasions on which one side thought the other had launched a first strike against it.243 That was why both sides developed a second-strike capability, that is, a capability of inflicting a devastating retaliation after a surprise attack. Nevertheless, had either nation been convinced that the other had launched a first strike, it would have been strongly tempted to respond in kind immediately rather than wait to see how much of its second-strike capability survived the strike against it. At the same time, the nuclear “balance of terror” may have averted a nonnuclear World War III, which could have been immensely destructive. This is a genuine though paradoxical example of the occasional beneficent effects of technology in reducing catastrophic risks created by technology. The problem of false alarms that might touch off a thermonuclear war has become less serious. The United States and Russia (the only nation formerly part of the Soviet Union to retain nuclear weapons) are no longer enemies. It is inconceivable that either nation would launch a first strike against the other, and so a false alarm would instantly be recognized as being just that. An accidental launch remains a possibility, however, though presumably a remote one; and even though it would be unlikely to provoke a war, a single hit with a hydrogen bomb could kill millions of people. China, moreover, has thermonuclear weapons and an increasing capability of delivering them over long distances, and somewhat tense relations with the United States, particularly over Taiwan; we may someday find ourselves confronting China in much the same way that we confronted the Soviet Union during the cold war. Other, weaker nations have or are on the verge of acquiring nuclear arms, but the only ones that are hostile to the United States— namely North Korea and Iran—are unlikely to be permitted to acquire thermonuclear weapons, and without them they are too overmatched by the United States to pose a serious threat. Unless completely irrational, their leaders are deterred from using nuclear weapons against us. 
Nuke Terror- Impossible

Very difficult to do nuke terror

Ackerman and Potter 08 (Gary and William C, Chapter 19 of “Global Catastrophic Risks”, edited by Nick Bostrom and Milan Cirkovic//sb)
Should a terrorist organization obtain an intact nuclear weapon, in most instances it would still need to overcome mechanisms in the weapon designed to prevent its use by unauthorized persons. In addition to electronic locks known as Permissive Action Links (PALs), nuclear weapons also may be safeguarded through so-called safing, arming, fusing, and firing procedures. For example, the arming sequence for a warhead may require changes in altitude, acceleration, or other parameters verified by sensors built into the weapon to ensure that the warhead can only be used according to a specific mission profile. Finally, weapons are likely to be protected from unauthorized use by a combination of complex procedural arrangements (requiring the participation of many individuals) and authenticating codes authorizing each individual to activate the weapon. All operational US nuclear weapons have PALs. Most authorities believe that Russian strategic nuclear weapons and modern shorter range systems also incorporate these safeguards, but are less confident that older Russian TNW are equipped with PALs (Sokov, 2004). Operational British and French nuclear weapons (with the possible exception of French SLBM warheads) also probably are protected by PALs. The safeguards on warheads of the other nuclear-armed states cannot be determined reliably from open sources, but are more likely to rely on procedures (e.g., a three-man rule) than PALs to prevent unauthorized use (Ferguson and Potter, 2005, p. 62). Unless assisted by sympathetic experts, terrorists would find it difficult though not necessarily impossible, to disable or bypass PALs or other safeguard measures. If stymied, terrorists might attempt to open the weapon casing to obtain fissile material in order to fabricate an IND. However, the act of prying open the bomb casing might result in terrorists blowing themselves up with the conventional high explosives associated with nuclear warheads. Thus terrorists would likely require the services of insiders to perform this operation safely. Assuming a terrorist organization could obtain a nuclear weapon and had the ability to overcome any mechanisms built into the device to prevent its unauthorized detonation, it would still need to deliver the weapon to the group's intended target. This task could be significantly complicated if the loss of the weapon were detected and a massive recovery effect were mounted. It is also possible terrorists might adopt strategies that minimized transportation. These include detonating the weapon at a nearby, less-than-optimal target, or even at the place of acquisition. If a nuclear weapon were successfully transported to its target site, and any PALs disabled, a degree of technical competence would nonetheless be required to determine how to trigger the device and provide the necessary electrical or mechanical input for detonation. Here, again, insider assistance would be of considerable help. 

Nuke terror Not Existential Risk

Nuke Terror won’t be globally catastrophic

Ackerman and Potter 08 (Gary and William C, Chapter 19 of “Global Catastrophic Risks”, edited by Nick Bostrom and Milan Cirkovic//sb)
The physical and health consequences of a nuclear terrorist attack in the foreseeable future, while apt to be devastating, are unlikely to be globally catastrophic. This conclusion is derived, in part, from a review of various government and scholarly calculations involving different nuclear detonation/exchange scenarios which range from a single 20 kiloton IND to multiple megaton weapons. The most likely scenario is one in which an IND of less than 20 kilotons is detonated at ground level in a major metropolitan area such as New York. The size of the IND is governed by the amount of HEU available to would-be nuclear terrorists and their technical skills.42 A blast from such an IND would immediately wipe out the area within about a one and a half mile radius of the weapon. Almost all non-reinforced structures within that radius would be destroyed and between 50,000 and 500,000 people would probably die, with a similar number seriously injured.43 The amount of radioactive fallout after such an attack is difficult to estimate because of uncertain atmospheric factors, but one simulation predicts that 1.5 million people would be exposed to fallout in the immediate aftermath of the blast, with 10,000 immediate deaths from radiation poisoning and an eventual 200,000 cancer deaths (Helfandetal., 2002, p. 357). Very soon after the attack, hospital facilities would be overwhelmed, especially with burn victims, and many victims would die because of a lack of treatment. These estimates are derived from computer models, nuclear testing results, and the experiences of Sagan made important study of the broader but related issue of the possibility of achieving fail safe systems in large organizations such as the military (1993) 

Nuke terror is not an existential risk

Ackerman and Potter 08 (Gary and William C, Chapter 19 of “Global Catastrophic Risks”, edited by Nick Bostrom and Milan Cirkovic//sb)
Fortunately, even for those terrorist organizations that are not dissuaded from high consequence nuclear terrorism by moral considerations or fears of reprisal, there are major implementation challenges. These include access to nuclear assets and a variety of technical hurdles Many of these factors are related to a group's capabilities for engaging in nuclear terrorism (discussed in the following section), leading to the 0 vious observation that, in addition to motives driving capabilities, on occasion capabilities can reoproca]ly influence a terrorist's intentions. 18The key steps terrorists would have to take on the pathway to a nuclear attack, are discussed «1 Bunn et al. (2003, pp. 21-31). Also see Maerli (2004, p. 44) and Ferguson and Potter (2005, PP-112-113). In this 'chain of causation', the most difficult challenge for a terrorist organization would most likely be obtaining the fissile material necessary to construct an IND.20 The problem of protecting fissile material globally has many dimensions the most significant of which is the vast quantity of highly enriched uranium (HEU) and plutonium situated at approximately 350 different sites in nearly five dozen countries. It is estimated that there are more than 2000 metric tons of fissile material - enough for over 200,000 nuclear weapons. Many of the sites holding this material lack adequate material protection, control, and accounting measures; some are outside of the International Atomic Energy Agency's (IAEA) safeguard system; and many exist in countries without independent nuclear regulatory bodies or rules, regulations, and practices consistent with a meaningful safeguards culture. 

Risk analysis begins where knowledge ends. When insurance companies carry out assessments based on statistic profiles, likelihoods and probably backgrounds, they are already eliminating the risk, not because the car will not crash, the chain-smoker won’t contract emphysema but rather because the value of the danger, should it obtain, is henceforth reduced to zero. In the sense of determining the way it will affect human lives, the consequences have already taken place, the accident has already happened, (human) value assessments are already made, actions are already taken, etc. The portion of risk that is not assimilatable to the value calculus of risk analysis is what we are here calling radical risk. It is the part that counts in our lives, precisely because it doesn’t count in the scientific calculus. It cannot be reduced to nil through analysis and planning. It cannot be pulverized. This indestructible radical risk is important precisely because it is unforeseeable and precisely it is this “eventuality” which forms the only available basis for judging how we should lead our lives. Radical risk is therefore the site of a decision about what we value in human terms, and therefore it is a decision about our own identity, about who we are and what we want, what is dispensable and what is indispensable. 

Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” , Donnie)

The interdisciplinary perspective employed in this book yields some fresh, and to a degree paradoxical, insights. For example, when probabilities of death are very low, estimates of the value of life may be depressed to the point at which the cost in human lives of a maximum disaster—right up to and including the extinction of the human race— would be lower than that of a disaster that killed many fewer people. What is more, an uncritical belief that saving lives is always a good thing may impede effective responses to some catastrophic risks. 

***Impact Weighing 

Anthropogenic Risks > Natural Risks

Anthropogenic risks massively outweigh natural ones—history is on our side.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2009 (“The Future of Humanity,” Geopolitics, History and International Relations, Volume 9, Issue 2, Available Online to Subscribing Institutions via ProQuest Research Library, Reprinted Online at http://www.nickbostrom.com/papers/future.pdf, Accessed 07-06-2011, p. 10-11)

The greatest extinction risks (and existential risks more generally) arise from human activity. Our species has survived volcanic eruptions, meteoric impacts, and other natural [end page 10] hazards for tens of thousands of years. It seems unlikely that any of these old risks should exterminate us in the near future. By contrast, human civilization is introducing many novel phenomena into the world, ranging from nuclear weapons to designer pathogens to high-energy particle colliders. The most severe existential risks of this century derive from expected technological developments. Advances in biotechnology might make it possible to design new viruses that combine the easy contagion and mutability of the influenza virus with the lethality of HIV. Molecular nanotechnology might make it possible to create weapons systems with a destructive power dwarfing that of both thermonuclear bombs and biowarfare agents.26
Superintelligent machines might be built and their actions could determine the future of humanity – and whether there will be one.27
Considering that many of the existential risks that now seem to be among the most significant were conceptualized only in recent decades, it seems likely that further ones still remain to be discovered.

Totalitarianism Outweighs Extinction 

To-to outweighs—its better to die than live under it, even at a low probability of our impact

Caplan 8 (Bryan Caplan received his Ph.D. in Economics in 1997 from Princeton University, and is now an associate professor of Economics at George Mason University “The totalitarian threat” , Donnie) 

How seriously do I take the possibility that a world totalitarian government will emerge during the next 1000 years and last for a 1000 years or more? Despite the complexity and guesswork inherent in answering this question, I will hazard a response. My unconditional probability - that is, the probability I assign given all the information I now have - is 5%. I am also willing to offer conditional probabilities. For example, if genetic screening for personality traits becomes cheap and accurate, but the principle of reproductive freedom prevails, my probability falls to 3%. Given the same technology with extensive government regulation, my probability rises to 10%. Similarly, if the number of independent countries on earth does not decrease during the next 1,000 years, my probability falls to 0.1%, but if the number of countries falls to one, my probability rises to 25%. It is obviously harder to refine my numbers than it is to refine estimates of the probability of an extinction-level asteroid impact. The regularities of social science are neither as exact nor as enduring as the regularities of physical science. But this is a poor argument for taking social disasters like totalitarianism less seriously than physical disasters like asteroids. We compare accurately measured to inaccurately measured things all the time. Which is worse for a scientist to lose: 1 point of IQ, or his 'creative spark'? Even though IQ is measured with high accuracy, and creativity is not, loss of creativity is probably more important. Finally, it is tempting to minimize the harm of a social disaster like totalitarianism, because it would probably not lead to human extinction. Even in Cambodia, the totalitarian regime with the highest death rate per-capita, 75% of the population remained alive after 3 years of rule by the Khmer Rouge (Margolin, 1999b). But perhaps an eternity of totalitarianism would be worse than extinction. It is hard to read Orwell and not to wonder: Do you begin to see, then, what kind of world we are creating? It is the exact opposite of the stupid hedonistic Utopias that the old reformers imagined. A world of fear and treachery and torment, a world of trampling and being trampled upon, a world which will grow not less but more merciless as it refines itself. Progress in our world will be progress towards more pain. The old civilizations claimed that they were founded on love or justice. Ours is founded upon hatred. In our world there will be no emotions except fear, rage, triumph and self-abasement. Everything else we shall destroy -everything ... There will be no loyalty, except loyalty towards the Party. There will be no love, except the love of Big Brother. There will be no laughter, except for the laugh of triumph over a defeated enemy. There will be no art, no literature, no science. When we are omnipotent we shall have no more need of science. There will be no distinction between  beauty and ugliness. There will be no curiosity, tell him to go to bone cityno enjoyment of the process of life. All competing pleasures will be destroyed. (1983, p. 220) 

Empirics prove

Caplan 8 (Bryan Caplan received his Ph.D. in Economics in 1997 from Princeton University, and is now an associate professor of Economics at George Mason University “The totalitarian threat” , Donnie) 

Of course, if humanity is really doomed without decisive action, a small probability of totalitarianism is the lesser evil. But one of the main lessons of the history of totalitarianism is that moderation and inaction are underrated. Few problems turned out to be as 'intolerable' as they seemed to people at the time, and many 'problems' were better than the alternative. Countries that 'did nothing' about poverty during the twentieth century frequently became rich through gradual economic growth. Countries that waged 'total war' on poverty frequently not only choked off economic growth, but starved. Along these lines, one particularly scary scenario for the future is that overblown doomsday worries become the rationale for world government, paving the way for an unanticipated global catastrophe: totalitarianism. Those who call for the countries of the world to unite against threats to humanity should consider the possibility that unification itself is the greater threat. 

US-Russia War Impact

US-Russia nuclear war is an existential risk—its an unacceptable catastrophe 

Cirincion 8 (Joseph Cirincione is a senior fellow and director for nuclear policy at the Center for American Progress and the author of Bomb Scare: The History and Future of Nuclear Weapons “The continuing threat of nuclear war” , Donnie) 

But the threat of global war is not zero. Even a small chance of war each year, for whatever reason, multiplied over a number of years sums to an unacceptable chance of catastrophe. This is not mere statistical musings. We came much closer to Armageddon after the Cold War ended than many realize. In January 1995, a global nuclear war almost started by mistake. Russian military officials mistook a Norwegian weather rocket for a US submarine-launched ballistic missile. Boris Yelstin became the first Russian president to ever have the 'nuclear suitcase' open in front of him. He had just a few minutes to decide if he should push the button that would launch a barrage of nuclear missiles. Thankfully, he concluded that his radars were in error. The suitcase was closed. Such a scenario could repeat today. The Cold War is over, but the Cold War weapons remain, and so does the Cold War posture that keep thousands of them on hair-trigger alert, ready to launch in under 15 minutes. As of January 2007, the US stockpile contains nearly 10,000 nuclear weapons; about 5000 of them deployed atop Minuteman intercontinental ballistic missiles based in Montana, Wyoming, and North Dakota, a fleet of 12 nuclear-powered Trident submarine that patrol the Pacific, Atlantic, and Artie oceans and in the weapon bays of long-range B-2 bombers housed in Missouri and B-52 based in Louisiana and North Dakota. Russia has as many as 15,000 weapons, with 3300 atop its SS-18, SS-19, SS-24, and SS-27 missiles deployed in silos in six missile fields arrayed between Moscow and Siberia (Kozelsk, Tatishchevo, Uzhur, Dombarovskiy, Kartalay, and Aleysk), 11 nuclear-powered Delta submarines that conduct limited patrols with the Northern and Pacific fleets from three naval bases (Nerpich'ya, Yagel'Naya, and Rybachiy), and Bear and Blackjack bombers stationed at Ukrainka and Engels air bases (see Table 18.2 ).3 
Thermonuclear war is unlikely to cause extintion- but US and Russia nearly struck nukes

Cirincione 08 (Joseph, President of the Ploughshares Fund,[1] a public grant-making foundation focused on nuclear weapons policy and conflict resolution. He was appointed to the presidency by the Ploughshares board of directors on March 5, 2008. Cirincione had previously served as vice president for national security and international policy at the Center for American Progress in Washington, DC, and for eight years as the director for non-proliferation at the Carnegie Endowment for International Peace, Chapter 18 of “Global catastrophic Risks”, edited by Nick Bostrum and Milan Cirkovic//sb)
The threat of a global thermonuclear war is now near-zero. The treaties negotiated in the 1980s, particularly the START agreements that began the reductions in US and Soviet strategic arsenals and the Intermediate Nuclear Forces agreement of 1987 that eliminated an entire class of nuclear-tipped missiles, began a process that accelerated with the end of the Cold War. Between 1986 and 2006 the nuclear weapons carried by long-range US and Russian missiles and bombers decreased by 61%.2 Overall, the number of total nuclear weapons in the world has been cut in half, from a Cold War high of 65,000 in 1986 to about 26,000 in 2007, with approximately 96% held by the United States and Russia. These stockpiles will continue to decline for at least the rest of this decade. But the threat of global war is not zero. Even a small chance of war each year, for whatever reason, multiplied over a number of years sums to an unacceptable chance of catastrophe. This is not mere statistical musings. We came much closer to Armageddon after the Cold War ended than many realize. In January 1995, a global nuclear war almost started by mistake. Russian military officials mistook a Norwegian weather rocket for a US submarine-launched ballistic missile. Boris Yelstin became the first Russian president to ever have the 'nuclear suitcase' open in front of him. He had just a few minutes to decide if he should push the button that would launch a barrage of nuclear missiles. Thankfully, he concluded that his radars were in error. The suitcase was closed. 

Risk is high – US and Russia 

Cirincione 08 (Joseph, President of the Ploughshares Fund,[1] a public grant-making foundation focused on nuclear weapons policy and conflict resolution. He was appointed to the presidency by the Ploughshares board of directors on March 5, 2008. Cirincione had previously served as vice president for national security and international policy at the Center for American Progress in Washington, DC, and for eight years as the director for non-proliferation at the Carnegie Endowment for International Peace, Chapter 18 of “Global catastrophic Risks”, edited by Nick Bostrum and Milan Cirkovic//sb)
Then the US or Russian president would have to decide whether to retaliate, and since the command systems on both sides have long been geared for launch-on-warning, the presidents would have little spare time if they desired to get retaliatory nuclear missiles off the ground before they - and possibly the presidents themselves - were vaporized On the US side, the time allowed to decide would range between zero and 12 minutes depending on the scenario. Russia operates under even tighter deadlines because of the short flight time of US Trident submarine missiles on forward patrol in the North Atlantic.5 Russia's early warning systems remain in a serious state of erosion and disrepair, making it all the more likely that a Russian president could panic and reach a different conclusion than Yeltsin did in 1995.6 As Russian capabilities continue to deteriorate, the chances of accidents only increase. Limited spending on the conventional Russian military has led to greater reliance on an ageing nuclear arsenal, whose survivability would make any deterrence theorist nervous. Yet, the missiles remain on a launch status begun during the worst days of the Cold War and never turned off. As Blair, concludes: 'Such rapid implementation of war plans leaves no room for real deliberation, rational thought, or national leadership'.7 Former chairman of the Senate Armed Services Committee Sam Nunn agrees 'We are running the irrational risk of an Armageddon of our own making... The more time the United States and Russia build into our process for ordering a nuclear strike, the more time is available to gather data, to exchange information, to gain perspective, to discover an error, to avoid an accidental or unauthorized launch'.

Taiwan War Impact 

Crisis over Taiwan escalates, miscalc means it goes nuclear 

Cirincion 8 (Joseph Cirincione is a senior fellow and director for nuclear policy at the Center for American Progress and the author of Bomb Scare: The History and Future of Nuclear Weapons “The continuing threat of nuclear war” , Donnie)
A quickly escalating crisis over Taiwan is another possible scenario in which nuclear weapons could be used, not accidentally as with any potential US-Russian exchange, but as a result of miscalculation. Neither the United States nor China is eager to engage in a military confrontation over Taiwan's status, and both sides believe they could effectively manage such a crisis. But crises work in mysterious ways - political leaders are not always able to manipulate events as they think they can, and events can escalate very quickly. A Sino-US nuclear exchange may not happen even in the case of a confrontation over Taiwan's status, but it is possible and should not be ignored.

Indo/Pak War Impact 

Indo/Pak war will go nuclear quickly—it outweighs other conflicts 

Cirincion 8 (Joseph Cirincione is a senior fellow and director for nuclear policy at the Center for American Progress and the author of Bomb Scare: The History and Future of Nuclear Weapons “The continuing threat of nuclear war” , Donnie)
Existing regional nuclear tensions already pose serious risks. The decades-long conflict between India and Pakistan has made South Asia the region most likely to witness the first use of nuclear weapons since World War II. An active missile race is under way between the two nations, even as India and China continue their rivalry. Although some progress towards detente has been made, with each side agreeing to notify the other before ballistic missile tests, for example, quick escalation in a crisis could put the entire subcontinent right back on the edge of destruction. Each country has an estimated 50 to 100 nuclear weapons, deliverable via fighter-bomber aircraft or possibly by the growing arsenal of short- and medium-range missiles each nation is building. Their use could be devastating. South Asian urban populations are so dense that a 50 kiloton weapon would produce the same casualties that would require megaton-range weapons on North American or European cities. Robert Batcher with the U.S. State Department Office of Technology Assessment notes:

Compared to North America, India and Pakistan have higher population densities with a higher proportion of their populations living in rural locations. The housing provides less protection against fallout, especially compared to housing in the U.S. Northeast, because it is light, often single-story, and without basements. In the United States, basements can provide significant protection against fallout. During the Cold War, the United States anticipated 20 minutes or more of warning time for missiles flown from the Soviet Union. For India and Pakistan, little or no warning can be anticipated, especially for civilians. Fire fighting is limited in the region, which can lead to greater damage as a result of thermal effects. Moreover, medical facilities are also limited, and thus, there will be greater burn fatalities. These two countries have limited economic assets, which will hinder economic recovery.18 

Indo-Pak nuke war most probable 

Cirincione 08 (Joseph, President of the Ploughshares Fund,[1] a public grant-making foundation focused on nuclear weapons policy and conflict resolution. He was appointed to the presidency by the Ploughshares board of directors on March 5, 2008. Cirincione had previously served as vice president for national security and international policy at the Center for American Progress in Washington, DC, and for eight years as the director for non-proliferation at the Carnegie Endowment for International Peace, Chapter 18 of “Global catastrophic Risks”, edited by Nick Bostrum and Milan Cirkovic//sb)
There are grave dangers inherent not only in countries such as the United States and Russia maintaining thousands of nuclear weapons but also in China, France, the United Kingdom, Israel, India, and Pakistan holding hundreds of weapons. While these states regard their own nuclear weapons as safe, secure, and essential to security, each views others' arsenals with suspicion. Existing regional nuclear tensions already pose serious risks. The decades-long conflict between India and Pakistan has made South Asia the region most likely to witness the first use of nuclear weapons since World War II. An active missile race is under way between the two nations, even as India and China continue their rivalry. Although some progress towards detente has been made, with each side agreeing to notify the other before ballistic missile tests, for example, quick escalation in a crisis could put the entire subcontinent right back on the edge of destruction. Each country has an estimated 50 to 100 nuclear weapons, deliverable via fighter-bomber aircraft or possibly by the growing arsenal of short- and medium-range missiles each nation is building. Their use could be devastating. South Asian urban populations are so dense that a 50 kiloton weapon would produce the same casualties that would require megaton-range weapons on North American or European cities. Robert Batcher with the U.S. State Department Office of Technology Assessment notes: Compared to North America, India and Pakistan have higher population densities with a higher proportion of their populations living in rural locations. The housing provides less protection against fallout, especially compared to housing in the U.S. Northeast, because it is light, often single-story, and without basements. In the United States, basements can provide significant protection against fallout. During the Cold War, the United States anticipated 20 minutes or more of warning time for missiles flown from the Soviet Union. For India and Pakistan, little or no warning can be anticipated, especially for civilians. Fire fighting is limited in the region, which can lead to greater damage as a result of thermal effects. Moreover, medical facilities are also limited, and thus, there will be greater burn fatalities. These two countries have limited economic assets, which will hinder economic recovery.18 

Their defense assumes a calm that doesn’t exist- deterrence will EASILY fail in an Indo-Pak war

Cirincione 08 (Joseph, President of the Ploughshares Fund,[1] a public grant-making foundation focused on nuclear weapons policy and conflict resolution. He was appointed to the presidency by the Ploughshares board of directors on March 5, 2008. Cirincione had previously served as vice president for national security and international policy at the Center for American Progress in Washington, DC, and for eight years as the director for non-proliferation at the Carnegie Endowment for International Peace, Chapter 18 of “Global catastrophic Risks”, edited by Nick Bostrum and Milan Cirkovic//sb)
Despite the horrific consequences of their use, many national leaders continue to covet nuclear weapons. Some see them as a stabilizing force, even in regional conflicts. There is some evidence to support this view. Relations between India and Pakistan, for example, have improved overall since their 1998 nuclear tests. Even the conflict in the Kargil region between the two nations that came to a boil in 1999 and again in 2002 (with over one million troops mobilized on both sides of the border) ended in negotiations, not war. Columbia University scholar Kenneth Waltz argues, 'Kargil showed once again that deterrence does not firmly protect disputed areas but does limit the extent of the violence. Indian rear admiral Raja Menon put the larger point simply: "The Kargil crisis demonstrated that the subcontinental nuclear threshold probably lies territorially in the heartland of both countries, and not on the Kashmir cease-fire line"'.25 It would be reaching too far to say the Kargil was South Asia's Cuban missile crisis, but since the near-war, both nations have established hotlines and other confidence-building measures (such as notification of military exercises), exchanged cordial visits of state leaders, and opened transportation and communications links. War seems less likely now than at any point in the past. This calm is deceiving. Just as in the Cold War stand ofFbetween the Soviet Union and the United States, the South Asian detente is fragile. A sudden crisis, such as a-terrorist attack on the Indian parliament, or the assassination of Pakistan President Pervez Musaraf, could plunge the two countries into confrontation. As noted above, it would not be thousands that would die, but millions. Michael Krepon, one of the leading American experts on the region and its nuclear dynamics, notes: Despite or perhaps because of the inconclusive resolution of crises, some in Pakistan and India continue to believe that gains can be secured below the nuclear threshold. How might advantage be gained when the presence of nuclear weapons militates against decisive end games? ... If the means chosen to pursue advantage in the next Indo-Pakistan crisis show signs of success, they are likely to prompt escalation, and escalation might not be easily controlled. If the primary alternative to an ambiguous outcome in the next crisis is a loss of face or a loss of territory, the prospective loser will seek to change the outcome.26 

Volcanoes Cause Extinction/Outweigh Asteroids 

Volcanoes causes global cooling, that destroys civilization, the outweigh asteroids for two reasons 

Rampino 8 (Michael R. Rampino  is a Professor of Biology Ph.D. 1978 (geological sciences), Columbia; B.A. 1968 (geology), Hunter College “Supervolcanism and other geophysical processes of catastrophic import” pg, Donnie)
The regional and global effects of the ash fallout and aerosol clouds on climate, agriculture, health, and transportation would present a severe challenge to modern civilization. The major effect on civilization would be through collapse of agriculture as a result of the loss of one or more growing seasons (Toon et al., 1997). This would be followed by famine, the spread of infectious diseases, breakdown of infrastructure, social and political unrest, and conflict. Volcanic winter predictions are for global cooling of 3-5°C for several years, and regional cooling up to 15°C (Rampino and Self, 1992; Rampino and Ambrose, 2000). This could devastate the major food-growing areas of the world. For example, the Asian rice crop could be destroyed by a single night of below-freezing temperatures during the growing season. In the temperate grain-growing areas, similar drastic effects could occur. In Canada, a 2-3°C average local temperature drop would destroy wheat production, and 3-4°C would halt all Canadian grain production. Crops in the American Midwest and the Ukraine could be severely injured by a 3-4°C temperature decrease (Harwell and Hutchinson, 1985; Pittock et al., 1986). Severe climate would also interfere with global transportation of foodstuffs and other goods. Thus, a super-eruption could compromise global agriculture, leading to famine and possible disease pandemics (Stothers, 2000). Furthermore, large volcanic eruptions might lead to longer term climatic change through positive feedback effects on climate such as cooling the surface oceans, formation of sea-ice, or increased land ice (Rampino and Self, 1992, 1993a, 1993b), prolonging recovery from the 'volcanic winter'. The result could be widespread starvation, famine, disease, social unrest, financial collapse, and severe damage to the underpinnings of civilization (Sagan and Turco, 1990; Sparks et al., 2005). The location of a super-eruption can also be an important factor in its regional and global effects. Eruptions from the Yellowstone Caldera overthe last 2 million years have included three super-eruptions. Each of these produced thick ash deposits over the western and central United States (compacted ash thicknesses of 0.2 m occur ~1500 km from the source; Wood and Kienle, 1990). One mitigation strategy could involve the stockpiling of global food reserves. In considering the vagaries of normal climatic change, when grain stocks dip below about 15% of utilization, local scarcities, worldwide price jumps and sporadic famine were more likely to occur. Thus a minimum world level of accessible grain stocks near 15% of global utilization should be maintained as a hedge against year-to-year production fluctuations due to climatic and socio-economic disruptions. This does not take into account social and economic factors that could severely limit rapid and complete distribution of food reserves. At present, a global stockpile equivalent to a 2-month global supply of grain exists, which is about 15% of annual consumption. For a super-volcanic catastrophe, however, several years of growing season might be curtailed, and hence a much larger stockpile of grain and other foodstuffs would have to be maintained, along with the means for rapid global distribution. The chances for communicative intelligence in the Galaxy is commonly represented by a combination of the relevant factors called the Drake Equation, which can be written as N = R*fpnefififcL (10.1) where N is the number of intelligent communicative civilizations in the Galaxy; R* is the rate of star formation averaged over the lifetime of the Galaxy; fp is the fraction of stars with planetary systems; ne is the mean number of planets within such systems that are suitable for life; j\ is the fraction of such planets on which life actually occurs; _/j is the fraction of planets on which intelligence of arises; fc is the fraction of planets on which intelligent life develops a communicative phase; and! is the mean lifetime of such technological civilizations (Sagan, 1973). Although the Drake Equation is useful in organizing the factors that are thought to be important for the occurrence of extraterrestrial intelligence, the actual assessment of the values of the terms in the equation is difficult. The only well-known number is R*, which is about 15% of annual consumption. For a super-volcanic catastrophe, however, several years of growing season might be curtailed, and hence a much larger stockpile of grain and other foodstuffs would have to be maintained, along with the means for rapid global distribution. The chances for communicative intelligence in the Galaxy is commonly represented by a combination of the relevant factors called the Drake Equation, which can be written as N = R*fpnefififcL (10.1) where N is the number of intelligent communicative civilizations in the Galaxy; R* is the rate of star formation averaged over the lifetime of the Galaxy; fp is the fraction of stars with planetary systems; ne is the mean number of planets within such systems that are suitable for life; j\ is the fraction of such planets on which life actually occurs; _/j is the fraction of planets on which intelligence of arises; fc is the fraction of planets on which intelligent life develops a communicative phase; and! is the mean lifetime of such technological civilizations (Sagan, 1973). Although the Drake Equation is useful in organizing the factors that are thought to be important for the occurrence of extraterrestrial intelligence, the actual assessment of the values of the terms in the equation is difficult. The only well-known number is R*, which is commonly taken as 10 yr"1. Estimates for JV have varied widely from approximately 0 to > 108 civilizations (Sagan, 1973). It has been pointed out recently that fc and I are limited in part by the occurrence of asteroid and comet impacts that could prove catastrophic to technological civilizations (Sagan and Ostro, 1994; Chyba, 1997). Present human civilization, dependent largely on annual crop yields, is vulnerable to an 'impact winter' that would result from dust lofted into the stratosphere by the impact of objects >1 km in diameter (Chapman and Morrison, 1994; Toon et al, 1997). Such an impact would release approximately 1O5-1O6 Mt (TNT equivalent) of energy, produce a crater approximately 20-40 km in diameter, and is calculated to generate a global cloud consisting of approximately 1000 Mt of submicron dust (Toon et al., 1997). Covey et al. (1990) performed 3-D climate-model simulations for a global dust cloud containing submicron particles with a mass corresponding that that produced by an impact of 6 x 105 Mt (TNT). In this model, global temperatures dropped by approximately 8 С during the first few weeks. Chapman and Morrison (1994) estimated that an impact of this size would kill more than 1.5 billion people through direct and non-direct effects. Impacts of this magnitude are expected to occur on average about every 100,000 years (Chapman and Morrison, 1994). Thus, a civilization must develop science and technology sufficient to detect and deflect such threatening asteroids and comets on a time scale shorter than the typical times between catastrophic impacts. Recent awareness of the impact threat to civilization has led to investigations of the possibilities of detection, and deflection or destruction of asteroids and comets that threaten the Earth (e.g., Gehrels, 1994; Remo, 1997). Planetary protection technology has been described as essential for the long-term survival of human civilization on the Earth. The drastic climatic and ecological effects predicted for explosive super-eruptions leads to the question of the consequences for civilization here on Earth, and on other earth-like planets that might harbour intelligent life (Rampino, 2002; Sparks et al., 2005). Chapman and Morrison (1994) suggested that the global climatic effects of super-eruptions such as Toba might be equivalent to the effects of an approximately 1 km diameter asteroid. Fine volcanic dust and sulphuric acid aerosols have optical properties similar to the submicron dust produced by impacts (Toon et al., 1997), and the effects' on atmospheric opacity should be similar. Volcanic aerosols, however, have a longer residence time of several years (Bekki et al., 1996) compared to a few months for fine dust, so a huge eruption might be expected to have a longer lasting effect on global climate than an impact producing a comparable amount of atmospheric loading. Estimates of the frequency of large volcanic eruptions that could cause 'volcanic winter' conditions suggest that they should occur about once every 50,000 years. This is approximately a factor of two more frequent than asteroid or comet collisions that might cause climate cooling of similar severity (Rampino, 2002). Moreover, predicting or preventing a volcanic climatic disaster might be more difficult than tracking and diverting incoming asteroids and comets. These considerations suggest that volcanic super-eruptions pose a real threat to civilization, and efforts to predict and mitigate volcanic climatic disasters should be contemplated seriously (Rampino, 2002; Sparks et al. 2005).

Asteroids Outweigh Nuclear War

Asteroids release the same energy as nukes but have more uncertainty tied to their strike 

Napier 8 (William Napier is an astronomer whose research interests are mostly to do with the interaction of comets and asteroids with the Earth. He co-authored the first paper (Napier & Clube, 1979) to point out that the impact rates then being found were high enough to be relevant on timescales from the evolutionary to the historical, and has co-authored 3 books on the subject and written about 100 papers. “Hazards from comets and asteroids” , Donnie) 

The Tunguska impact of 30 June 1908, in the central Siberian plateau, was an airburst with an energy approximately 10 to 30 megatons, that of a very large hydrogen bomb. It destroyed approximately 2000 km2 of forest, knocking trees over and charring the barks of trees on one side. Such impacts are local in effect (unless, perhaps, mistaken for a hydrogen bomb explosion in time of crisis). Estimates of their recurrence time range from 200 to about 2000 years. At 10,000 megatons - comparable to the energy unleashed in a full-scale nuclear war - the area of devastation approaches 100,000 km2 (Table 11.2). Flying shards of glass in urban areas would cause substantial injury far beyond this area. The rising fireball from such an impact could cause serious burns and extensive conflagration along its line of sight, while earthquakes at the extreme end of human experience occur within a few 100 km of the impact site. There is uncertainty, too, about the recurrence time of impacts in this energy range, estimates ranging from typically 10,000 years to an order of magnitude more. 

Killer Robots Outweigh Aliens 

Killer robots o/w on probability 

Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” pg 39, Donnie)
This prospect has become obscured by a debate over whether robots can ever develop consciousness, by a related debate over the possibility that artificial intelligence can ever transcend merely algorithmic computation (the sort of thing computers do so well),87 and by the fallacy of believing that robots will never develop emotions and therefore will forever be harmless. The first debate, and the fallacy, owe much  to Ray Kurzweil’s book The Age of Spiritual Machines. The word “spiritual” says it all. Kurzweil envisages a merger between robotic and human beings by the end of this century.88 He believes that no human capacity is beyond the foreseeably enlarged mental capacity of machines, which is sensible, but he looks forward to the development of such machines without misgivings, which is more dubious. He reminds one of those astronomers who, with the support of NASA, are trying to advertise our existence to possible intelligent life in other solar systems. “Pioneer” spacecraft carried plaques depicting a male and female figure, the solar system’s place in the galaxy and the earth’s location within that system, and the hydrogen atom, while “Voyager” spacecraft, which at this writing are nearing the edge of the solar system, carry gold-plated copper records with pictures of life on earth, greetings in 80 languages, and a selection of music beginning with Bach.89 Our eager searchers for extraterrestrial life are heedless of the danger that beings more intelligent than we—and many planets, perhaps a million in our galaxy alone, may be inhabited by beings as intelligent as we90— might, if they discovered our existence, want to destroy us or put us in zoos, and be capable of doing so. Like Kurzweil, the searchers subscribe to the unwarranted belief that intelligence and goodness (our conception of goodness, moreover) are positively correlated, or that progress is always—progressive, which if true would mean that the twentieth century had been less violent than the nineteenth; in fact, it was more violent. There is more reason to worry about robots than about extraterrestrials. Extraterrestrial beings who have the requisite technology may already have discovered us, by means of ultrapowerful telescopes or other detection devices. (The devices would have to be ultrapowerful because the intensity of electromagnetic radiation decreases with distance. Radio waves emanating from human activities on earth are therefore exceedingly weak at interstellar distances—indeed, most of those waves are bounced back by the atmosphere, though this would not be true of waves emanating from spacecraft.) If so, there is no need to try to make ourselves known to them and anyway nothing we can do to protect ourselves. Fortunately, the danger is pretty slight because of the distances involved. Radiation traveling at the speed of light takes four years to reach Alpha Centauri, the star nearest our sun, and 30,000 years to reach the center of our galaxy (the Milky Way). So unless the aliens are perched on a neighboring planet, we are safe from them. And if they are perched on a nearby planet, they know all about us and can pounce at any time and as there is nothing we can do about it we might as well not worry. Another possibility is that any intelligent life in other solar systems that might have done us harm destroyed itself by attaining a level of scientific sophistication at which the destructive potential of science got out of hand and destroyed the civilization that created it91—the level we may be approaching. To return to the danger posed by advances in artificial intelligence, robots may not need to achieve consciousness—which is to say selfconsciousness, as distinct from merely being awake, that is, switched on—in order to surpass us. Nor is it reassuring that current robots, including the limbless robots we call computers, are not programmed with emotions. A robot’s potential destructiveness does not depend on its being conscious or able to engage in nonalgorithmic calculation of the sort involved in many human and animal intellectual processes. The game of chess is modeled on war, though it is immensely simpler, if only because the possible moves are more limited and there is no resource constraint. Still, it may be a portent of things to come that computers, playing chess algorithmically rather than, as human players do, intuitively, can now beat the best human players—something unforeseen until quite recently. Robots several generations from now may be able to beat any nation in a war. It might seem that, lacking emotions, a creature, however intelligent, would not actually do anything, that it would have no motivations. But single-cell organisms act as if purposefully, without having a suite of emotions. A nation or terrorist group that wanted to use robots to wage war could easily program them to be destructive. Unless carefully programmed, the robots might prove indiscriminately destructive and turn on their creators. 

AT Robots Won’t Go Crazy and Kill US

Even so, they would be used by humans with evil intentions, we still get our impacts 

Posner 4 ( Richard, is an American jurist and legal theorist who is currently a judge on the United States Court of Appeals “CATASTROPHE RISK AND RESPONSE” pg 41, Donnie)
Even if robots never develop the ability or inclination to take over the world, in the hands of human beings they could still constitute weapons of mass destruction comparable to the most destructive forms of nuclear and biological warfare. For this purpose, all that would be necessary would be for the robots to be able to identify and destroy human targets—a capability close to being achieved by the Unmanned  Aerial Vehicles that the United States used in the Afghan war in 2001,95 and later in Yemen—and to reproduce. The latter possibility is foreshadowed by experiments with robots that “hunt” their own sources of energy (catching 100 slugs an hour and using the slugs’ rotting bodies to generate electricity),96 that repair and maintain themselves,97 and that assemble themselves.98 Imagine these capabilities married to the latest triumph of robotics—the creation of a physically implemented robotic system that applies techniques from artificial intelligence to carry out cycles of scientific experimentation. The system automatically originates hypotheses to explain observations, devises experiments to test these hypotheses, physically runs the experiments using a laboratory robot, interprets the results to falsify hypotheses inconsistent with the data, and then repeats the cycle.99 

The Shooting Room thought experiment was considered briefly in Chapter 5. It is time to look at it in detail. Imagine that the Devil creates people in a room, in a batch or several batches. Successive batches would be of 10 people, then 100, then 1,000, then 10,000, then 100,000, and so forth: each batch ten times as large as its predecessor. You find yourself in one such batch. At every stage in the experiment, whether there will be any later batches is decided by the Devil’s two dice, thrown together. The people in any batch watch the dice as they fall. So long as they don’t fall double-six, the batch will exit from the room safely. If they fall double-six everybody in the batch is to be shot, the experiment then ending. How confident should you be of leaving the room safely? Once again, we start by specifying that the dice are fair and also radically indeterministic. There are no ordinary means whereby you could know how they were going to fall. Still, mightn’t there be an unordinary method of telling that they would probably fall doublesix? Imagine that all people in the experiment betted they would see the dice falling double-six so that they would be shot. At least 90 per cent of them would be right. If the dice fell double-six on the first possible occasion, 100 per cent of them would be right: there would be just one batch of ten people, all of whom would be shot. If they fell double-six on the next possible occasion, one hundred people would be shot, out of the 110 who would ever have been in the Shooting Room. That amounts to about 91 per cent. If they fell double-six on the third possible occasion then the proportion of victims would be close to 90 per cent, a figure which would be approached more and more closely as the experiment continued— if it did continue instead of ending. Hence most or all who entered the room would win their bets, if they betted that shooting would be their fate. As B.van Fraassen remarked, an insurance agent eager to insure all of them, reasoning that each batch had thirty-five out of thirty-six chances of leaving the room safely, would be making a costly mistake. (Suppose that double-six was going to arrive after fifty throws of the dice. What would then happen ‘usually’? Well, on almost all occasions—i.e., on fully forty-nine out of fifty occasions — batches entering the room would exit from it safely; but most people 

Prolif (AT: Prolif Inevitable)

Prolif not inevitable

Cirincione 08 (Joseph, President of the Ploughshares Fund,[1] a public grant-making foundation focused on nuclear weapons policy and conflict resolution. He was appointed to the presidency by the Ploughshares board of directors on March 5, 2008. Cirincione had previously served as vice president for national security and international policy at the Center for American Progress in Washington, DC, and for eight years as the director for non-proliferation at the Carnegie Endowment for International Peace, Chapter 18 of “Global catastrophic Risks”, edited by Nick Bostrum and Milan Cirkovic//sb)
Is it reasonable to expect such dramatic changes in international security strategies? Absolutely; there is nothing inevitable about either proliferation or nuclear arsenals. Though obscured by the media and political emphasize on terror and turmoil, the nations of the world have made remarkable progress in the past two decades in reducing many nuclear dangers. There are far fewer countries that have nuclear weapons or weapon programmes today than there were in the 1960s, 1970s, or 1980s. In the 1960s, 23 countries had weapons or were pursuing programmes, including Australia, Canada, China, Egypt, India, Japan, Norway, Sweden, Switzerland, and West Germany. Today, nine countries have weapons (China, France, India, Israel, North Korea, Pakistan, Russia, United Kingdom, and the United States). Iran may be pursuing a weapons programme under the guise of peaceful nuclear power, but no other nation is believed to be doing so. In fact, more countries have given up nuclear weapons or weapons programmes in the past 20 years than have started them. South Africa, Belarus, Kazakhstan, and Ukraine all gave up weapons in the 1990s. Similarly, civilian governments in Brazil and Argentina in the 1980s stopped the nuclear weapon research military juntas had started. We now know that United Nations inspection and dismantlement programmes ended Iraq's nuclear weapon programme in 1991. In December 2003, Libya became the most recent nation to abandon a secret weapons programme. The Non-proliferation Treaty itself is widely considered one of the most successful security pacts in history, with every nation of the world a member except for Israel, India, Pakistan, and North Korea. And until North Korea tested in October 2006, no nation had exploded a nuclear weapon in a test for 8 years - the longest period in the atomic age. The outrage that greeted the test shows how strong this anti-nuclear sentiment had become. There is more good news. The ballistic missile threat that dominated American and NATO national security debates in the late 1990s is declining by most measures: There are far fewer nuclear-tipped missiles capable of hitting the United States or any European country today than there were 10 years ago. Agreements negotiated by American Presidents Ronald Reagan, George H.W. Bush and George W. Bush have slashed the former Soviet arsenal by 71% from 1987, while China has retained about 20 missiles that could reach US shores. No other country can strike the United States from its own soil. Most of the news about missile tests in Iran, North Korea, or South Asia are of short- or medium-range missiles that threaten those nations' neighbours but not America.31 

Nuke Terror = Significant
Even non-existential threats like nuclear terrorism can significantly alter civilization

Ackerman and Potter 08 (Gary and William C, Chapter 19 of “Global Catastrophic Risks”, edited by Nick Bostrom and Milan Cirkovic//sb)
It is difficult to find many reasons for optimism regarding the threat of high consequence nuclear terrorism. It is a growing danger and one that could result in enormously devastating and enduring local, regional, national, and even global consequences. One, therefore, should not take great solace in the conclusion that nuclear terrorism is unlikely to pose an existential, end-of-the world threat. It can still cause sufficient perturbation to severely disrupt economic and cultural life and adversely affect the nature of human civilization. Given the rising potential for terrorists to inflict nuclear violence, what then accounts for the failure on the part of the most powerful nations on earth to take corrective action commensurate with the threat? Is it a lack of political leadership, a failure of imagination, faulty conceptualization, domestic politics, bureaucratic inertia, competing national security objectives, wishful thinking, the intractable nature of the problem, or simply incompetence? All of these factors contribute to the current predicament, but some are more amenable to correction than others. Perhaps the most fundamental shortcoming, and one that can be remedied, is the failure by government and academic analysts alike to distinguish clearly between the proliferation risks posed by state and non-state actors, and to devise and employ tools that are appropriate for combating these very different threats. The challenge is an urgent but manageable one, affording the world a reasonable second chance. 

Biological Weapons = Most Probable

Bioterrorism is the most probable of our extinction risks

Matheny 07 (Jason G,  research associate with the Future of Humanity Institute at Oxford University, where his work focuses on technology forecasting and risk assessment - particularly of global catastrophic risks and existential risks.[1] He previously worked for the World Bank, the Center for Biosecurity, the Center for Global Development, and on national security projects for the US government. He is a Sommer Scholar and PhD candidate in Applied Economics at Johns Hopkins University. He holds an MPH from Johns Hopkins, an MBA from Duke University, and a BA from the University of Chicago. Risk Analysis Vol. 27, “Reducing the Risk of Human Extinction”, http://www.physics.harvard.edu/~wilson/pmpmta/Mahoney_extinction.pdf//sb) 
Of current extinction risks, the most severe may be bioterrorism. The knowledge needed to engineer a virus is modest compared to that needed to build a nuclear weapon; the necessary equipment and materials are increasingly accessible and because biological agents are self-replicating, a weapon can have an exponential effect on a population (Warrick, 2006; Williams, 2006). 5 Current U.S. biodefense efforts are funded at $5 billion per year to develop and stockpile new drugs and vaccines, monitor biological agents and emerging diseases, and strengthen the capacities of local health systems to respond to pandemics (Lam, Franco, & Shuler, 2006). There is currently no independent body assessing the risks of high-energy physics experiments. Posner (2004) has recommended withdrawing federal support for such experiments because the benefits do not seem to be worth the risks.
***Predictions Good 
A2: Kritiks of Sci-Fi/Fantasy

Serious discussions of the future of humanity are important—their links aren’t specific to what we do.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2009 (“The Future of Humanity,” Geopolitics, History and International Relations, Volume 9, Issue 2, Available Online to Subscribing Institutions via ProQuest Research Library, Reprinted Online at http://www.nickbostrom.com/papers/future.pdf, Accessed 07-06-2011, p. 1-2)

In one sense, the future of humanity comprises everything that will ever happen to any human being, including what you will have for breakfast next Thursday and all the scientific discoveries that will be made next year. In that sense, it is hardly reasonable to think of the future of humanity as a topic: it is too big and too diverse to be addressed as a whole in a single essay, monograph, or even 100-volume book series. It is made into a topic by way of abstraction. We abstract from details and short-term fluctuations and developments that affect only some limited aspect of our lives. A discussion about the future of humanity is about how the important fundamental features of the human condition may change or remain constant in the long run.

What features of the human condition are fundamental and important? On this there can be reasonable disagreement. Nonetheless, some features qualify by almost any standard. For example, whether and when Earth-originating life will go extinct, whether it will colonize the galaxy, whether human biology will be fundamentally transformed to make us posthuman, whether machine intelligence will surpass biological intelligence, whether [end page 1] population size will explode, and whether quality of life will radically improve or deteriorate: these are all important fundamental questions about the future of humanity. Less fundamental questions – for instance, about methodologies or specific technology projections – are also relevant insofar as they inform our views about more fundamental parameters.

Traditionally, the future of humanity has been a topic for theology. All the major religions have teachings about the ultimate destiny of humanity or the end of the world.1 Eschatological themes have also been explored by big-name philosophers such as Hegel, Kant, and Marx. In more recent times the literary genre of science fiction has continued the tradition. Very often, the future has served as a projection screen for our hopes and fears; or as a stage setting for dramatic entertainment, morality tales, or satire of tendencies in contemporary society; or as a banner for ideological mobilization. It is relatively rare for humanity’s future to be taken seriously as a subject matter on which it is important to try to have factually correct beliefs. There is nothing wrong with exploiting the symbolic and literary affordances of an unknown future, just as there is nothing wrong with fantasizing about imaginary countries populated by dragons and wizards. Yet it is important to attempt (as best we can) to distinguish futuristic scenarios put forward for their symbolic significance or entertainment value from speculations that are meant to be evaluated on the basis of literal plausibility. Only the latter form of “realistic” futuristic thought will be considered in this paper.

* A2: Kritiks of Predictions

Predictions about existential risk are possible and necessary—this card alone slays their critique.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2009 (“The Future of Humanity,” Geopolitics, History and International Relations, Volume 9, Issue 2, Available Online to Subscribing Institutions via ProQuest Research Library, Reprinted Online at http://www.nickbostrom.com/papers/future.pdf, Accessed 07-06-2011, p. 2-4)

We need realistic pictures of what the future might bring in order to make sound decisions. Increasingly, we need realistic pictures not only of our personal or local near-term futures, but also of remoter global futures. Because of our expanded technological powers, some human activities now have significant global impacts. The scale of human social organization has also grown, creating new opportunities for coordination and action, and there are many institutions and individuals who either do consider, or claim to consider, or ought to consider, possible long-term global impacts of their actions. Climate change, national and international security, economic development, nuclear waste disposal, biodiversity, natural resource conservation, population policy, and scientific and technological research funding are examples of policy areas that involve long time-horizons. Arguments in these areas often rely on implicit assumptions about the future of humanity. By making these assumptions explicit, and subjecting them to critical analysis, it might be possible to address some of the big challenges for humanity in a more well-considered and thoughtful manner.

The fact that we “need” realistic pictures of the future does not entail that we can have them. Predictions about future technical and social developments are notoriously unreliable – to an extent that have lead some to propose that we do away with prediction altogether in our planning and preparation for the future. Yet while the methodological problems of such forecasting are certainly very significant, the extreme view that we can or should do away with prediction altogether is misguided. That view is expressed, to take one [end page 2] example, in a recent paper on the societal implications of nanotechnology by Michael Crow and Daniel Sarewitz, in which they argue that the issue of predictability is “irrelevant”:

preparation for the future obviously does not require accurate prediction; rather, it requires a foundation of knowledge upon which to base action, a capacity to learn from experience, close attention to what is going on in the present, and healthy and resilient institutions that can effectively respond or adapt to change in a timely manner.2
Note that each of the elements Crow and Sarewitz mention as required for the preparation for the future relies in some way on accurate prediction. A capacity to learn from experience is not useful for preparing for the future unless we can correctly assume (predict) that the lessons we derive from the past will be applicable to future situations. Close attention to what is going on in the present is likewise futile unless we can assume that what is going on in the present will reveal stable trends or otherwise shed light on what is likely to happen next. It also requires non-trivial prediction to figure out what kind of institution will prove healthy, resilient, and effective in responding or adapting to future changes.

The reality is that predictability is a matter of degree, and different aspects of the future are predictable with varying degrees of reliability and precision.3
It may often be a good idea to develop plans that are flexible and to pursue policies that are robust under a wide range of contingencies. In some cases, it also makes sense to adopt a reactive approach that relies on adapting quickly to changing circumstances rather than pursuing any detailed long-term plan or explicit agenda. Yet these coping strategies are only one part of the solution. Another part is to work to improve the accuracy of our beliefs about the future (including the accuracy of conditional predictions of the form “if x is done, y will result”). There might be traps that we are walking towards that we could only avoid falling into by means of foresight. There are also opportunities that we could reach much sooner if we could see them farther in advance. And in a strict sense, prediction is always necessary for meaningful decision-making.4
Predictability does not necessarily fall off with temporal distance. It may be highly unpredictable where a traveler will be one hour after the start of her journey, yet predictable that after five hours she will be at her destination. The very long-term future of humanity may be relatively easy to predict, being a matter amenable to study by the natural sciences, particularly cosmology (physical eschatology). And for there to be a degree of predictability, it is not necessary that it be possible to identify one specific scenario as what will definitely happen. If there is at least some scenario that can be ruled out, that is also a degree of predictability. Even short of this, if there is some basis for assigning different probabilities [end page 3] (in the sense of credences, degrees of belief) to different propositions about logically possible future events, or some basis for criticizing some such probability distributions as less rationally defensible or reasonable than others, then again there is a degree of predictability. And this is surely the case with regard to many aspects of the future of humanity. While our knowledge is insufficient to narrow down the space of possibilities to one broadly outlined future for humanity, we do know of many relevant arguments and considerations which in combination impose significant constraints on what a plausible view of the future could look like. The future of humanity need not be a topic on which all assumptions are entirely arbitrary and anything goes. There is a vast gulf between knowing exactly what will happen and having absolutely no clue about what will happen. Our actual epistemic location is some offshore place in that gulf.5
***Impact framing 
Extinction Not 1st
Humanity should prioritize non-existential threats—problems on Earth are more urgent and require solutions, not escape plans.

Lynda Williams, Faculty in Engineering/Physics at Santa Rosa Junior College, 2010 (“Irrational Dreams of Space Colonization,” Peace Review: A Journal of Social Justice, Volume 22, Issue 1, Available Online to Subscribing Institutions via Taylor & Francis Online, p. 4-5)

According to scientific theory, the destruction of Earth is a certainty. About five billion years from now, when our sun exhausts its nuclear fuel, it will expand in size and envelope the inner planets, including Earth, and burn them into oblivion. So yes, we are doomed, but we have five billion years, plus or minus a few hundred million, to plan our extraterrestrial escape. The need to colonize the moon or Mars to guarantee our survival is not pressing. There are also real risks due to collisions with asteroids and comets, although none are of immediate threat and do not necessitate extraterrestrial colonization. There are many Earth-based technological strategies that can be developed in time to mediate such astronomical threats, such as [end page 4] gravitational tugboats that drag the objects out of range. The solar system could also potentially be exposed to galactic sources of high-energy gamma ray bursts that could fry all life on Earth; any moon or Mars base would face a similar fate. Thus, human-based colonies on the moon or Mars would not protect us from any of these astronomical threats in the near future.

Life on Earth is more urgently threatened by the destruction of the biosphere and its life-sustaining habitat due to environmental catastrophes such as climate change, ocean acidification, disruption of the food chain, bio-warfare, nuclear war, nuclear winter, and myriads of other manmade doomsday possibilities. If we accept these threats as inevitabilities on par with real astronomical dangers and divert our natural, intellectual, political, and technological resources from solving these problems into escaping them, will we be playing into a self-fulfilling prophesy of our own planetary doom? Seeking space-based solutions to our earthly problems may actually exacerbate the planetary threats we face. This is the core of the ethical dilemma posed by space colonization: should we put our resources into developing human colonies on other worlds to survive natural and manmade catastrophes, or should we focus all of our energies on solving and mitigating the problems that create these threats on Earth?

Focusing on existential risk means humanity turns a collective blind eye to actually existing worldly problems—resolving these “ordinary” harms is a prerequisite to resolving existential ones.

Lynda Williams, Faculty in Engineering/Physics at Santa Rosa Junior College, 2010 (“Irrational Dreams of Space Colonization,” Peace Review: A Journal of Social Justice, Volume 22, Issue 1, Available Online to Subscribing Institutions via Taylor & Francis Online, p. 4-5)

We have much to determine on planet Earth before we launch willy-nilly into another space race that would inevitably result in environmental disaster and include a new arms race in the heavens. If we direct our intellectual and technological resources toward space [end page 7] exploration without consideration of the environmental and political consequences, what is left behind in the wake? The hype surrounding space exploration leaves a dangerous vacuum in the collective consciousness of solving the problems on Earth. If we accept the inevitability of the destruction of Earth and its biosphere, then it is perhaps not too surprising that many people grasp at the last straw and look toward the heavens for solutions and a possible resolution. Many young scientists are perhaps fueling the prophesy of our planetary destruction by dreaming of lunar and/or Martian bases to save humanity, rather than working on the serious environmental challenges that we face on Earth.

Every space-faring entity, be they governmental or corporate, faces the same challenges. Star Trek emboldened us all to dream of space as the final frontier. The reality is that our planet Earth is a perfect spaceship and may be our final front-line. We travel around our star, the sun, once every year, and the sun pulls us around the galaxy once every 250,000,000 years through star systems, star clusters, and gas clouds that may contain exosolar planets that host life or that may be habitable for us to colonize. The sun will be around for billions of years and we have ample time to explore the stars. It would be wise and prudent for us as a species to focus our intellectual and technological knowledge into preserving our spaceship for the long voyage ahead so that, once we have figured out how to make life on Earth work in an environmentally and politically sustainable way, we can then venture off the planet into the new frontier of our dreams.

Extinction Outweighs Not-Extinction

Catastrophic impacts pale in comparison to existential ones — their impacts are recoverable setbacks while ours end the game. 

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2009 (“The Future of Humanity,” Geopolitics, History and International Relations, Volume 9, Issue 2, Available Online to Subscribing Institutions via ProQuest Research Library, Reprinted Online at http://www.nickbostrom.com/papers/future.pdf, Accessed 07-06-2011, p. 11)

Extinction risks constitute an especially severe subset of what could go badly wrong for humanity. There are many possible global catastrophes that would cause immense worldwide damage, maybe even the collapse of modern civilization, yet fall short of terminating the human species. An all-out nuclear war between Russia and the United States might be an example of a global catastrophe that would be unlikely to result in extinction. A terrible pandemic with high virulence and 100% mortality rate among infected individuals might be another example: if some groups of humans could successfully quarantine themselves before being exposed, human extinction could be avoided even if, say, 95% or more of the world’s population succumbed. What distinguishes extinction and other existential catastrophes is that a comeback is impossible. A non-existential disaster causing the breakdown of global civilization is, from the perspective of humanity as a whole, a potentially recoverable setback: a giant massacre for man, a small misstep for mankind.

Even near term extinction risks are worth investing in- humanity may not survive the 21st century

Matheny 07 (Jason G,  research associate with the Future of Humanity Institute at Oxford University, where his work focuses on technology forecasting and risk assessment - particularly of global catastrophic risks and existential risks.[1] He previously worked for the World Bank, the Center for Biosecurity, the Center for Global Development, and on national security projects for the US government. He is a Sommer Scholar and PhD candidate in Applied Economics at Johns Hopkins University. He holds an MPH from Johns Hopkins, an MBA from Duke University, and a BA from the University of Chicago. Risk Analysis Vol. 27, “Reducing the Risk of Human Extinction”, http://www.physics.harvard.edu/~wilson/pmpmta/Mahoney_extinction.pdf//sb) 
 It is possible for humanity (or its descendents) to survive a million years or more, but we could succumb to extinction as soon as this century. During the Cuban Missile Crisis, U.S. President Kennedy estimated the probability of a nuclear holocaust as “somewhere between one out of three and even” (Kennedy, 1969, p. 110). John von Neumann, as Chairman of theU.S. Air Force Strategic Missiles Evaluation Committee, predicted that it was “absolutely certain (1) that there would be a nuclear war; and (2) that everyone would die in it” (Leslie, 1996, p. 26). More recent predictions of human extinction are little more optimistic. In their catalogs of extinction risks, Britain’s Astronomer Royal, Sir Martin Rees (2003), gives humanity 50-50 odds on surviving the 21st century; philosopher Nick Bostrom argues that it would be “misguided” to assume that the probability of extinction is less than 25%; and philosopher John Leslie (1996) assigns a 30% probability to extinction during the next five centuries. The “Stern Review” for the U.K. Treasury (2006) assumes that the probability of human extinction during the next century is 10%. And some explanations of the “Fermi Paradox” imply a high probability (close to100%)of extinction among technological civilizations (Pisani, 2006).4 Estimating the probabilities of unprecedented events is subjective, so we should treat these numbers skeptically. Still, even if the probability of extinction is several orders lower, because the stakes are high, it could be wise to invest in extinction countermeasures. 

Existential risks are ignored only because they have not been seen- defer to magnitude

Yudkowsky 08 (Eliezer, American artificial intelligence researcher concerned with the Singularity and an advocate of Friendly artificial intelligence, He is a co-founder and research fellow of the Singularity Institute (SIAI).[5] Yudkowsky is the author of the SIAI publications "Creating Friendly AI" (2001), "Levels of Organization in General Intelligence" (2002), "Coherent Extrapolated Volition" (2004), and "Timeless Decision Theory", Chapter 5 of “Global Catastrophic Risks” edited by Nick Bostrum and Milan Cirkovic//sb)

People refuse to buy flood insurance even when it is heavily subsidized and priced far below an actuarially fair value. Kunreuther et. al. (1993) suggests underreaction to threats of flooding may arise from "the inability of individuals to conceptualize floods that have never occurred... Men on flood plains appear to be very much prisoners of their experience... Recently experienced floods appear to set an upward bound to the size of loss with which managers believe they ought to be concerned." Burton et. al. (1978) report that when dams and levees are built, they reduce the frequency of floods, and thus apparently create a false sense of security, leading to reduced precautions. While building dams decreases the frequency of floods, damage per flood is so much greater afterward that the average yearly damage increases. It seems that people do not extrapolate from experienced small hazards to a possibility of large risks; rather, the past experience of small hazards sets a perceived upper bound on risks. A society well-protected against minor hazards will take no action against major risks (building on flood plains once the regular minor floods are eliminated). A society subject to regular minor hazards will treat those minor hazards as an upper bound on the size of the risks (guarding against regular minor floods but not occasional major floods). Risks of human extinction may tend to be underestimated since, obviously, humanity has never yet encountered an extinction event.2 

Prefer Existential Risk (Future Generations)
Extinction means loss of thousands of generations- existential risk must be top priority because of ethics
Matheny 07 (Jason G,  research associate with the Future of Humanity Institute at Oxford University, where his work focuses on technology forecasting and risk assessment - particularly of global catastrophic risks and existential risks.[1] He previously worked for the World Bank, the Center for Biosecurity, the Center for Global Development, and on national security projects for the US government. He is a Sommer Scholar and PhD candidate in Applied Economics at Johns Hopkins University. He holds an MPH from Johns Hopkins, an MBA from Duke University, and a BA from the University of Chicago. Risk Analysis Vol. 27, “Reducing the Risk of Human Extinction”, http://www.physics.harvard.edu/~wilson/pmpmta/Mahoney_extinction.pdf//sb) 
An extinction event today could cause the loss of thousands of generations. This matters to the extent we value future lives. Society places some value on future lives when it accepts the costs of long-term environmental policies or hazardous waste storage. Individuals place some value on future lives when they adopt measures, such as screening for genetic diseases, to ensure the health of children who do not yet exist. Disagreement, then, does not center on whether future lives matter, but on how much they matter.6 Valuing future lives less than current ones (“intergenerational discounting”) has been justified by arguments about time preference, growth in consumption, uncertainty about future existence, and opportunity costs. I will argue that none of these justifications applies to the benefits of delaying human extinction. Under time preference, a good enjoyed in the future is worth less, intrinsically, than a good enjoyed now. The typical justification for time preference is descriptive—most people make decisions that suggest that they value current goods more than future ones. However, it may be that people’s time preference applies only to instrumental goods, like money, whose value predictably decreases in time. In fact, it would be difficult to design an experiment in which time preference for an intrinsic good (like happiness), rather than an instrumental good (like money), is separated from the other forms of discounting discussed below. But even supposing individuals exhibit time preference within their own lives, it is not clear how this would ethically justify discounting across different lives and generations (Frederick, 2006; Schelling, 2000). In practice, discounting the value of future lives would lead to results few of us would accept as being ethical. For instance, if we discounted lives at a 5% annual rate, a life today would have greater intrinsic value than a billion lives 400 years hence (Cowen&Parfit, 1992). Broome (1994) suggests most economists and philosophers recognize that this preference for ourselves over our descendents is unjustifiable and agree that ethical impartiality requires setting the intergenerational discount rate to zero. After all, if we reject spatial discounting and assign equal value to contemporary human lives, whatever their physical distance from us, we have similar reasons to reject temporal discounting, and assign equal value to human lives, whatever their temporal distance from us. I Parfit (1984), Cowen (1992), and Blackorby et al. (1995) have similarly argued that time preference across generations is not ethically defensible.7
Prefer Existential Risk (Future Generations)

Future generations must be valued equally

Matheny 07 (Jason G,  research associate with the Future of Humanity Institute at Oxford University, where his work focuses on technology forecasting and risk assessment - particularly of global catastrophic risks and existential risks.[1] He previously worked for the World Bank, the Center for Biosecurity, the Center for Global Development, and on national security projects for the US government. He is a Sommer Scholar and PhD candidate in Applied Economics at Johns Hopkins University. He holds an MPH from Johns Hopkins, an MBA from Duke University, and a BA from the University of Chicago. Risk Analysis Vol. 27, “Reducing the Risk of Human Extinction”, http://www.physics.harvard.edu/~wilson/pmpmta/Mahoney_extinction.pdf//sb) 
Discounting could be justified by our uncertainty about future generations’ existence. If we knew for certain that we would all die in 10 years, it would not make sense for us to spend money on asteroid defense. It would make more sense to live it up, until we become extinct .A discount scheme would be justified that devalued (to zero) anything beyond 10 years. Dasgupta and Heal (1979, pp. 261–262) defend discounting on these grounds—we are uncertain about humanity’s long-term survival, so planning too far ahead is imprudent.8 Discounting is an approximate way to account for our uncertainty about survival (Ponthiere, 2003). But it is unnecessary—an analysis of extinction risk should equate the value of averting extinction at any given time with the expected value of humanity’s future from that moment forward, which includes the probabilities of extinction in all subsequent periods (Ng, 2005). If we discounted the expected value of humanity’s future, we would count future extinction risks twice—once in the discount rate and once in the undiscounted expected value—and underestimate the value of reducing current risks. In any case, Dasgupta and Heal’s argument does not justify traditional discounting at a constant rate, as the probability of human extinction is unlikely to be uniform in time.9 Because of nuclear and biological weapons, the probability of human extinction could be higher today than it was a century ago; and if humanity colonizes other planets, the probability of human extinction could be lower then than it is today.
Existential risks outweigh all else- its more than just a body count

Hanson 07 (Robert, Department of Economics George Mason University, “Catastrophe, Social Collapse, and Human Extinction”, writing in  “Global Catastrophic Risks”, edited by Nick Bostrum and Milan Cirkovic//sb)
How much should we worry about even larger disasters, triggered by disruptions several times stronger than ones that can kill a large fraction of humanity? Well, if we only cared about the expected number of people killed due to an event, then we would not care that much whether 99% or 99.9% of the population was killed. In this case, for low power disasters we would care the most about events large enough to kill roughly half of the population; our concern would fall away slowly as we considered smaller events, and fall away quickly as we considered larger events. A disaster large enough to kill off humanity, however, should be of special concern. Such a disaster would prevent the existence of all future generations of humanity. Of course it is possible that humanity was about to end in any case, and it is also possible that without humans within a few million years some other mammal species on Earth would evolve to produce a society we would respect. Nevertheless, since it is also possible that neither of these things would happen, the complete destruction of humanity must be considered a great harm, above and beyond the number of humans killed in such an event. 

Prefer Existential Risk (Future Generations)

Human extinction must be prioritized- 1000s of generations are lost with existential risks

Matheny 07 (Jason G,  research associate with the Future of Humanity Institute at Oxford University, where his work focuses on technology forecasting and risk assessment - particularly of global catastrophic risks and existential risks.[1] He previously worked for the World Bank, the Center for Biosecurity, the Center for Global Development, and on national security projects for the US government. He is a Sommer Scholar and PhD candidate in Applied Economics at Johns Hopkins University. He holds an MPH from Johns Hopkins, an MBA from Duke University, and a BA from the University of Chicago. Risk Analysis Vol. 27, “Reducing the Risk of Human Extinction”, http://www.physics.harvard.edu/~wilson/pmpmta/Mahoney_extinction.pdf//sb) 

Human extinction in the next few centuries could reduce the number of future generations by thousands or more. We take extraordinary measures to protect some endangered species from extinction. It might be reasonable to take extraordinary measures to protect humanity from the same.19 To decide whether this is so requires more discussion of the methodological problems mentioned here, as well as research on the extinction risks we face and the costs of mitigating them.20

Prefer Existential Risk

Existential risks like asteroids are in a different category- there is huge difference between killing 99% of humans and killing 100%

Matheny 07 (Jason G,  research associate with the Future of Humanity Institute at Oxford University, where his work focuses on technology forecasting and risk assessment - particularly of global catastrophic risks and existential risks.[1] He previously worked for the World Bank, the Center for Biosecurity, the Center for Global Development, and on national security projects for the US government. He is a Sommer Scholar and PhD candidate in Applied Economics at Johns Hopkins University. He holds an MPH from Johns Hopkins, an MBA from Duke University, and a BA from the University of Chicago. Risk Analysis Vol. 27, “Reducing the Risk of Human Extinction”, http://www.physics.harvard.edu/~wilson/pmpmta/Mahoney_extinction.pdf//sb) 

Even if extinction events are improbable, the expected values of countermeasures could be large, as they include the value of all future lives. This introduces a discontinuity between the CEA of extinction and nonextinction risks. Even though the risk to any existing individual of dying in a car crash is much greater than the risk of dying in an asteroid impact, asteroids pose a much greater risk to the existence of future generations (we are not likely to crash all our cars at once) (Chapman, 2004). The “death-toll” of an extinction-level asteroid impact is the population of Earth, plus all the descendents of that population who would otherwise have existed if not for the impact. There is thus a discontinuity between risks that threaten 99% of humanity and those that threaten 100%. 
Catastrophic risks need to be prioritized even in light of little probability

Posner 04 (Richard, Judge of the U.S. Court Appeals for the Seventh Circuit, and a senior lecturer at the University of Chicago Law School, Oxford University Press, “Catastrophe: Risk and Response”//sb)
The risks of global catastrophe are greater and more numerous than is commonly supposed, and they are growing, probably rapidly. They are growing for several reasons: the increasing rate of technological advance—for a number of the catastrophic risks are created or exacerbated by science and its technological and industrial applications (including such humble ones as the internal combustion engine); the growth of the world economy and world population (both, in part, moreover, indirect consequences of technological progress); and the rise of apocalyptic global terrorism. And the risks are, to a degree, convergent or mutually reinforcing. For example, global warming contributes to loss of biodiversity, an asteroid collision could precipitate catastrophic global warming and cause mass extinctions, and cyberterrorism could be employed to facilitate terrorist attacks with weapons of mass destruction. Each catastrophic risk, being slight in a probabilistic sense (or seeming slight, because often the probability cannot be estimated even roughly) when the probability is computed over a relatively short time span, such as a year or even a decade, is difficult for people to take seriously. Apart from the psychological difficulty that people have in thinking in terms of probabilities rather than frequencies, frequencies normally provide a better grounding for estimating probabilities than theory does; frequent events generate information that enables probabilities to be confirmed or updated. The fact that there have been both nuclear attacks and, albeit on a very limited scale, bioterrorist attacks—which, however, resemble natural disease episodes, of which the human race has a long experience—has enabled the public to take these particular risks seriously. The general tendency, however, is to ignore the catastrophic risks, both individually and in the aggregate. Economic, political, and cultural factors, including the religious beliefs prevalent in the United States, reinforce the effect of cognitive factors (including information costs) in inducing neglect of such risks. The neglect is misguided. The expected costs of even very-low-probability events can be huge if the adverse consequences should the probability materialize are huge, or if the interval over which the probability is estimated is enlarged; the risk of a catastrophic collision with an asteroid is slight in the time span of a year, but not so slight in the time span of a hundred years. 
Prefer Existential Risk- AT: Chicken Little

Prioritizing existential risk is not “chicken little”- empirically proven

Posner 04 (Richard, Judge of the U.S. Court Appeals for the Seventh Circuit, and a senior lecturer at the University of Chicago Law School, Oxford University Press, “Catastrophe: Risk and Response”//sb)
Certain events quite within the realm of possibility, such as a major asteroid collision, global bioterrorism, abrupt global warming—even certain lab accidents—could have unimaginably terrible consequences up to and including the extinction of the human race, possibly within the near future. The scientific and popular literature dealing with possible megacatastrophes is vast. But law and the social sciences, with the partial exception of economics—there is an extensive economic literature on global warming—have paid little attention to such possibilities. This seems to me regrettable. I am not a Green, an alarmist, an apocalyptic visionary, a catastrophist, a Chicken Little, a Luddite, an anticapitalist, or even a pessimist. But for reasons explained in chapter 1, I have come to believe that what I shall be calling the “catastrophic risks” are real and growing and that the social sciences, in particular economics, statistics, cognitive psychology, and law, have an essential role to play in the design of policies and institutions for combating them. As may the mathematical methods sometimes used in the analysis of extreme events, such as the promisingly named “catastrophe the ory,” which has some economic applications1 and is used in some of the studies I cite; or chaos theory,2 or the branch of statistics known as reliability theory, which is used “where a single copy of a system is designed: space ships, huge dams, nuclear research equipment, etc. All these objects must be extremely reliable. At the same time we very often have no prototype or any previous experience. How to evaluate their reliability? In what terms? What is the ‘confidence’ of such evaluation?”3 Lack of relevant previous experience is one of the frequent characteristics of the catastrophic risks discussed in this book.4 But apart from a brief discussion of chaos theory in chapter 1, I do not employ these methods. They are highly technical, and I have wanted to make the book intelligible to the general reader, including the mathless lawyer, so no math beyond the junior high school level is employed. Nor for that matter is any knowledge of economics, statistics, or the other fields on which I draw presupposed—not even law. Granted, there are dangers in an age of specialization in attempting to bring different disciplinary perspectives to bear on the analysis of catastrophic risks—or indeed in attempting to analyze the different risks in a lump. No one individual can be a master of all these perspectives or an expert in the full range of risks. But specialization has its drawbacks and the occasional generalist study its advantages; and it is difficult to see how the catastrophic risks can be understood and dealt with sensibly unless they are occasionally viewed together and from all relevant points of view. 

Existential risks should be reevaluated as large

Leslie 96 (John, Philosopher and Professor Emeritus @ University of Guelph, in Ontario, Canada, “The End of the World”, The Science and Ethics of Human Extinction, Routlege//sb)
Estimating the probability that the human race will soon become extinct has become quite a popular activity. Many writers have considered such things as the dangers of nuclear war or of pollution. This book will make few claims to expertise about the details of such highly complex matters. What it will claim instead is that even non-experts can see that the risks aren’t negligible. In view of how much is at stake, we have no right to disregard them.2 Besides, even if the ‘total risk’ (obtained by combining the individual risks) appeared to be fairly small, Carter’s doomsday argument could suggest that it should be re-evaluated as large. To get it to look small once more, we should then need to make vigorous risk-reduction efforts. 
Prefer Existential Risk (Cost Benefit Analysis)

Cost benefit analysis can be applied to existential risk

Posner 04 (Richard, Judge of the U.S. Court Appeals for the Seventh Circuit, and a senior lecturer at the University of Chicago Law School, Oxford University Press, “Catastrophe: Risk and Response”//sb)
The critical analytical technique for evaluating and ameliorating the catastrophic risks is cost-benefit analysis. It remains a usable tool despite the pervasive uncertainties, ethical and conceptual as well as fac-tual, concerning those risks—that is one of the most important points that I have tried to make in this book. But cost-benefit analysis of catastrophic risks must be enriched with recognition of the cognitive difficulty that people encounter in dealing with very small probabilities and very large magnitudes. And the uncertainties arising from the peculiar character of the catastrophic risks create an inescapable need for value judgments concerning such matters as the proper weight to be given the interests of remote future generations, the nonmonetizable social benefits to be ascribed to basic scientific research, and the degree of risk aversion appropriate in responding to the catastrophic risks. Bridging the gap between a purely economic analysis of these responses and the ultimate decision that answers the question “what is to be done?” is another project in which properly informed lawyers can play a critical role. But emphasis must fall on “properly informed,” as yet merely an aspiration. 
Timeframe first 

Short term impacts come first 

 leslie 96 (John, is a philosopher who focuses on explaining existence. “T H E E N D O F T H E WORLD” Pg 135, Donnie) 

Still, there are several grounds for concentrating instead on the near future. One of them, mentioned in the Introduction, will in due course be examined in detail. It is that if humankind’s future is significantly indeterministic, then Carter’s argument cannot lead to any enormous revision of the estimated risk of Doom Soon, not even if Doom Delayed would mean enormously many trillion humans scattered through the galaxy. Another is this. It could well seem that only short-term dangers could be much threat to the very survival of the human race or its descendant races. What can it matter that, for example, the sun will  become a red giant and boil the Earth’s oceans some five billion years down the road? If they had survived until then, humans or their descendants could be expected to have spread to Pluto, or to space colonies positioned at a comfortable distance, or to the neighbourhoods of other stars. Humankind’s eggs would no longer be all in the one basket. Not unless, that’s to say, a vacuum metastability disaster—see Chapter 2—swept through the galaxy at virtually the speed of light. But the chances of such a disaster can seem tiny, while those of its happening in the distant future could be negligible: the necessary high-energy experiment would have been performed much earlier, or would have been banned. Any good library can provide plenty of material on O’Neill cylinders each serving as a space habitat for up to ten million people,4 or on ideas for making the atmospheres of Mars or Venus breathable at a cost of a few trillion dollars, or plans for pushing galactic colonization forwards at a sizable fraction of the speed of light, either with humans or with machines clever enough to be persons. Just on my shelves at home, there are fascinating discussions of all this in Barrow and Tipler’s The Anthropic Cosmological Principle; in Brand’s Space Colonies; in Close’s End; in Davoust’s The Cosmic Water Hole; in Dyson’s Disturbing the Universe and Infinite in All Directions; in McDonough’s The Search for Extraterrestrial Intelligence; in Rood and Trefil’s Are We Alone?; in Sagan’s Cosmos; in Shklovskii and Sagan’s Intelligent Life in the Universe; in Sullivan’s We Are Not Alone; and in Tipler’s contribution to Rothman et al., Frontiers of Modern Physics.5 Some of the suggestions in these and similar books involve speculative technological advances. For instance, they concern use of nuclear fusion or of antimatter in rocket engines, or accelerating a lightsail to tremendous speed with lasers, subsequently using it to deposit nanomachinery which manufactures braking-lasers to stop the massive passenger vehicles that follow.6 But back in the 1970s G. O’Neill had persuaded many people that kilometer-long cylinders for ten thousand space colonists could be made quickly and inexpensively with the technology then already available. And the chemical-rocket technology of those days—let alone the small H-bombs of Project Orion, each accelerating a spaceship just a bit faster,7 an idea studied intensively in the US until the treaty banning nuclear explosions in space—could itself conceivably have  been used for sending space colonists to the neighbourhoods of other stars, albeit slowly: the Voyager spacecraft are travelling at a speed which could take them to the nearest star in forty thousand years. 

Maxi-Min Bad

Your argument only makes sense if we have no idea about probability and there are totally different magnitudes, that is not the case since we have a high risk da with a nuclear war impact. 

Powell 10 (Russell , is a Research Associate for both the Oxford Centre for Neuroethics and the James Martin 21st Century School Program on Ethics “What’s the Harm? An Evolutionary Theoretical Critique of the Precautionary Principle” accessed by means of Project Muse, Donnie)
A second strategy confines the Principle to a set of application conditions based on a “Rawlsian maxi-min” approach, or one geared toward minimizing the maximum potential harm (Gardiner 2006). The idea is to “maximize the minimum” by assessing alternative courses of action by focusing on their worst potential outcomes and picking the action associated with the least bad negative outcome. As I see it, there are two difficulties with this maneuver. First, adopting the maxi-min strategy is only rational, according to modern decision theory, in contexts in which there is essentially no information regarding probabilities—that is to say, it only applies to situations of genuine uncertainty rather than to those of risk (in the latter case, both outcomes and probabilities can be assigned). Rarely however do we find ourselves in situations of true uncertainty, where the relevant outcomes can be identified but their corresponding likelihoods unknown. Emerging technologies do not crawl mysteriously out of the primordial soup, as it were; on the contrary, they usually lie at the intersection of long-standing scientific disciplines, such as physics, chemistry, and biology, each with a wealth of experimental data and decades of theoretical corroboration. The cumulative, scaffold-like nature of scientific advance will generally permit the assignment of bounded or relative probabilities, which in many circumstances will be enough to undermine the maxi-min strategy. Second, the maxi-min strategy fails—or does not apply—in circumstances where the difference between the worst-case scenarios is marginal and there is a significant benefit to be gained. Indeed, in virtually all of the major regulatory debates, significant benefits are at stake, and comparable doomsday scenarios can be dreamt up. Although genetic engineering and climate change have been touted as prime candidates for the Rawlsian maxi-min approach (see, e.g., Gardiner 2006), it is far from clear that such cases do not involve significant social benefits. For instance, an overriding objective of the genetic engineering of crops is the alleviation of poverty, ostensibly by increasing crop yield and decreasing the cost of food (Graffa, Roland-Holsta, and Zilbermana 2006; McNeil 2001, p. 224). Similarly, the social and institutional transformation necessary to bring about a global reduction in carbon emissions could come at a substantial cost—  i.e., negative benefit—to those people and industries reliant on fossil fuels. Whether the benefits of genetic engineering or the costs associated with emissions reduction are outweighed by their attendant risks is an entirely separate question. In sum, efforts to save the Principle from the foregoing objections by narrowing its scope of application have been largely ineffective. In what follows, I pursue a different avenue of justification for the Principle, one based on the theoretical induction that organisms and ecosystems are causally configured in such a way that human intervention in these systems will tend to do more harm than good. If this generalization holds true, then the Principle can be defended on grounds of general applicability, obviating the need for a limiting strategy. 

Pre-Cautionary Principal Bad

The principal is bad—it encourages policymakers to downplay risks associated with non intervention

Powell 10 (Russell , is a Research Associate for both the Oxford Centre for Neuroethics and the James Martin 21st Century School Program on Ethics “What’s the Harm? An Evolutionary Theoretical Critique of the Precautionary Principle” accessed by means of Project Muse, Donnie)

First, it might increase the salience of factors that decision makers and their constituencies tend to overlook or underestimate given the foibles of human psychology, such as the tendency to ignore low-risk outcomes in the face of probable short-term gains. But if so, there is a danger that the Principle will encourage a comparably dangerous disposition—namely, the tendency to downplay the risks associated with nonintervention. For example, in some clinical and research settings, there is a tendency for caregivers to allocate disproportionate attention and decisional weight to the risks of medical intervention, and hence to neglect the potentially serious consequences of not intervening (Lyerly et al. 2007). Likewise, patients often focus primarily on the risks of taking a medication, rather than on the risks associated with not taking it. At best, then, the Principle may be said to trade one irrational human penchant for another, without demonstrating that one is more pervasive or pernicious than the other. A second noteworthy feature of the Rio Declaration is its explicit requirement that scientific uncertainty about causal relations not undermine cost-effective preventive action. If by “scientific uncertainty” the Declaration means “subject to or characterized by intermediate probabilities,” then it is chasing a red herring. Commercial regulation has never required incontrovertible proof of causality (Soule 2004), as this would be an  impossible standard to meet in epidemiology, ecology, and other fields that wrestle with multi-factorial, geometrically nonlinear, and irreducibly statistical causal relations. Even apparently “straightforward” causal relationships, such as that between smoking and lung cancer, involve imperfect regularities that are approached via probabilistic theories of causation. Surely, private and governmental actors should not be allowed to hide behind a veil of epidemiological—or more broadly scientific—complexity in order to derogate their moral responsibilities. It is not clear, though, how scientific uncertainty per se has been used to undermine sensible regulation, or how the Rio Declaration would ameliorate this problem if it can be shown to exist. 

AT Any risk of solvency=ballot 

Just because you have an extinction impact does not mean you don’t have to answer internal link takeouts, their impact framing diminishes the capacity to find meaning in patters of events and should be rejected. 
Furedi 9 (Frank Furedi is a professor of Sociology, School of Social Policy, Sociology,

Social Research, The University of Kent “PRECAUTIONARY CULTURE AND THE RISE OF POSSIBILISTIC RISK ASSESSMENT” http://www.frankfuredi.com/images/uploads/Furedi_-_issue_Pieterman_d.d._27_augustus1.pdf //Donnie)  

The culture that has been described as the culture of fear or as precautionary culture encourages society to approach human experience as a potential risk to our safety.6 Consequently every conceivable experience has been transformed into a risk to be managed. One leading criminologist, David Garland, writes of the ‘Rise of Risk’ – the explosion in the growth of risk discourse and risk literature. He notes that little connects this literature other than the use of the word risk.7 However, the very fact that risk is used to frame a variety of otherwise unconnected experiences reflects a taken-forgranted mood of uncertainty towards human experience. In contemporary society, little can be taken for granted other than an apprehensive response towards uncertainty. Arguably, like risk, fear has become a taken-for-granted idiom, even a cultural affectation for expressing confusion and uncertainty. The French social theorist Francois Ewald believes that the ascendancy of this precautionary sensibility is underwritten by a cultural mood that assumes the uncertainty of causality between action and effect. This sensibility endows fear with a privileged status. Ewald suggests that the institutionalisation of precaution ‘invites one to consider the worst hypothesis (defined as the “serious and irreversible” consequence) in any business decision’.8 The tendency to engage with uncertainty through the prism of fear and therefore anticipate the worst possible outcome can be understood as a crisis of causality. Riezler in his early attempt to develop a psychology of fear draws attention to the significant influence of the prevailing system of causality on people’s response to threats. ‘They have been taken for granted – and now they are threatened’ is how he describes a situation where ‘“causes” are hopelessly entangled’.9 As noted previously, the devaluation of people’s capacity to know has significant influence on the way that communities interpret the world around them. Once the authority of knowledge is undermined, people become hesitant about interpreting new events. Without the guidance of knowledge, world events can appear as  random and arbitrary acts that are beyond comprehension. This crisis of causality does not simply deprive society from grasping the chain of events that has led to a particular outcome; it also diminishes the capacity to find meaning in what sometimes appears as a series of patternless events.
Preventative Action Key

Preventative action is necessary—we don’t get a second chance.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

Our approach to existential risks cannot be one of trial-and-error. There is no opportunity to learn from errors. The reactive approach – see what happens, limit damages, and learn from experience – is unworkable. Rather, we must take a proactive approach. This requires foresight to anticipate new types of threats and a willingness to take decisive preventive action and to bear the costs (moral and economic) of such actions.

Space Colonization Key

Space colonization is key to reduce the risk of extinction.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

As for astronomical risks, to escape our sun's death, humanity will eventually need to relocate. If we survive the next century, we are likely to build self-sufficient colonies in space. We would be motivated by self-interest to do so, as asteroids, moons, and planets have valuable resources to mine, and the technological requirements for colonization are not beyond imagination (Kargel, 1994 ; Lewis, 1996 ).

Colonizing space sooner, rather than later, could reduce extinction risk (Gott, 1999 ; Hartmann, 1984 ; Leslie, 1999 ), as a species' survivability is closely related to the extent of its range (Hecht, 2006 ). Citing, in particular, the threat of new biological weapons, Stephen Hawking has said, "I don't think the human race will survive the next thousand years, unless we spread into space. There are too many accidents that can befall life on a single planet" (Highfield, 2001 ). Similarly, NASA Administrator, Michael Griffin (2006) , recently remarked: "The history of life on Earth is the history of extinction events, and human expansion into the Solar System is, in the end, fundamentally about the survival of the species."
Space colonization must be a priority even if success is improbable

Bostrum 03 (Nick, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, Utilitas Vol. 15, No. 3 (2003): pp. 308-314, “Astronomical Waste: The Opportunity Cost of Delayed Technological Development”, http://www.nickbostrom.com/astronomical/waste.html//sb)

In light of the above discussion, it may seem as if a utilitarian ought to focus her efforts on accelerating technological development. The payoff from even a very slight success in this endeavor is so enormous that it dwarfs that of almost any other activity. We appear to have a utilitarian argument for the greatest possible urgency of technological development. However, the true lesson is a different one. If what we are concerned with is (something like) maximizing the expected number of worthwhile lives that we will create, then in addition to the opportunity cost of delayed colonization, we have to take into account the risk of failure to colonize at all. We might fall victim to an existential risk, one where an adverse outcome would either annihilate Earth-originating intelligent life or permanently and drastically curtail its potential.[8] Because the lifespan of galaxies is measured in billions of years, whereas the time-scale of any delays that we could realistically affect would rather be measured in years or decades, the consideration of risk trumps the consideration of opportunity cost. For example, a single percentage point of reduction of existential risks would be worth (from a utilitarian expected utility point-of-view) a delay of over 10 million years. Therefore, if our actions have even the slightest effect on the probability of eventual colonization, this will outweigh their effect on when colonization takes place. For standard utilitarians, priority number one, two, three and four should consequently be to reduce existential risk. The utilitarian imperative “Maximize expected aggregate utility!” can be simplified to the maxim “Minimize existential risk!”. 

Space colonization sooner rather than later solves extinction

Matheny 07 (Jason G,  research associate with the Future of Humanity Institute at Oxford University, where his work focuses on technology forecasting and risk assessment - particularly of global catastrophic risks and existential risks.[1] He previously worked for the World Bank, the Center for Biosecurity, the Center for Global Development, and on national security projects for the US government. He is a Sommer Scholar and PhD candidate in Applied Economics at Johns Hopkins University. He holds an MPH from Johns Hopkins, an MBA from Duke University, and a BA from the University of Chicago. Risk Analysis Vol. 27, “Reducing the Risk of Human Extinction”, http://www.physics.harvard.edu/~wilson/pmpmta/Mahoney_extinction.pdf//sb) 
As for astronomical risks, to escape our sun’s death, humanity will eventually need to relocate. If we survive the next century, we are likely to build self-sufficient colonies in space. We would be motivated by self-interest to do so, as asteroids, moons, and planets have valuable resources to mine, and the technological requirements for colonization are not beyond imagination (Kargel, 1994; Lewis, 1996). Colonizing space sooner, rather than later, could reduce extinction risk (Gott, 1999; Hartmann, 1984; Leslie, 1999), as a species’ survivability is closely related to the extent of its range (Hecht, 2006). Citing, in particular, the threat of new biological weapons, Stephen Hawking has said, “I don’t think the human race will survive the next thousand years, unless we spread into space. There are too many accidents that can befall life on a single planet” (Highfield, 2001). Similarly, NASA Administrator, Michael Griffin (2006), recently remarked: “The history of life on Earth is the history of extinction events, and human expansion into the Solar System is, in the end, fundamentally about the survival of the species.” 
Limited Nuclear War Not An Existential Risk

A small nuclear exchange is not an existential risk.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

A much greater existential risk emerged with the build-up of nuclear arsenals in the US and the USSR. An all-out nuclear war was a possibility with both a substantial probability and with consequences that might have been persistent enough to qualify as global and terminal. There was a real worry among those best acquainted with the information available at the time that a nuclear Armageddon would occur and that it might annihilate our species or permanently destroy human civilization.[4]  Russia and the US retain large nuclear arsenals that could be used in a future confrontation, either accidentally or deliberately. There is also a risk that other states may one day build up large nuclear arsenals. Note however that a smaller nuclear exchange, between India and Pakistan for instance, is not an existential risk, since it would not destroy or thwart humankind’s potential permanently. Such a war might however be a local terminal risk for the cities most likely to be targeted. Unfortunately, we shall see that nuclear Armageddon and comet or asteroid strikes are mere preludes to the existential risks that we will encounter in the 21st century.

We Can Only Die Once

Existential risks aren’t cumulative — we can only die once.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

Finally, when considering existential-risk probabilities, we must recognize that one existential catastrophe can preempt another.  If a meteor wipes us out next year, the existential risk from future machine superintelligence drops to zero.  The sum of all-things-considered probabilities of disjoint (mutually exclusive) existential risks cannot exceed 100%.  Yet conditional probabilities of disjoint existential risks (conditional, that is to say, on no other existential disaster occurring preemptively) could well add up to more than 100%.  For example, some pessimist might coherently assign an 80% probability to humanity being destroyed by machine superintelligence, and a 70% conditional probability to humanity being destroyed by nanotechnological warfare given that humanity is not destroyed by machine superintelligence.  However, if the unconditional (all-things-considered) probability of our being eradicated by superintelligence is 80%, then the unconditional probability of our being eradicated by nanotech war must be no greater than 20%, since we can only be eradicated once.[9]

***Uniqueness

Existential Risk High Now

Risk of extinction is high—consensus of experts.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

It is possible for humanity (or its descendents) to survive a million years or more, but we could succumb to extinction as soon as this century. During the Cuban Missile Crisis, U.S. President Kennedy estimated the probability of a nuclear holocaust as "somewhere between one out of three and even" (Kennedy, 1969 , p. 110). John von Neumann, as Chairman of the U.S. Air Force Strategic Missiles Evaluation Committee, predicted that it was "absolutely certain (1) that there would be a nuclear war; and (2) that everyone would die in it" (Leslie, 1996 , p. 26).

More recent predictions of human extinction are little more optimistic. In their catalogs of extinction risks, Britain's Astronomer Royal, Sir Martin Rees (2003) , gives humanity 50-50 odds on surviving the 21st century; philosopher Nick Bostrom argues that it would be "misguided" to assume that the probability of extinction is less than 25%; and philosopher John Leslie (1996) assigns a 30% probability to extinction during the next five centuries. The "Stern Review" for the U.K. Treasury (2006) assumes that the probability of human extinction during the next century is 10%. And some explanations of the "Fermi Paradox" imply a high probability (close to 100%) of extinction among technological civilizations (Pisani, 2006 ).4

Estimating the probabilities of unprecedented events is subjective, so we should treat these numbers skeptically. Still, even if the probability of extinction is several orders lower, because the stakes are high, it could be wise to invest in extinction countermeasures.

Existential risk is high now—best estimate is 10-20% within the century.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

An existential risk is one that threatens the premature extinction of Earth-originating intelligent life or the permanent and drastic destruction of its potential for desirable future development.(1)  The materialization of such a risk would be an existential catastrophe.

Although it is often difficult to assess the probability of existential risks, there are many reasons to suppose that the total such risk confronting humanity over the next few centuries is significant.  Estimates of 10-20% total existential risk in this century are fairly typical among those who have examined the issue, though inevitably such estimates rely heavily on subjective judgment.[1]  The most reasonable estimate might be substantially higher or lower.  But perhaps the strongest reason for judging the total existential risk within the next few centuries to be significant is the extreme magnitude of the values at stake.  Even a small probability of existential catastrophe could be highly practically significant.(4, 5, 6, 61)

Assigning lower probability is misguided. 

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

In combination, these indirect arguments add important constraints to those we can glean from the direct consideration of various technological risks, although there is not room here to elaborate on the details. But the balance of evidence is such that it would appear unreasonable not to assign a substantial probability to the hypothesis that an existential disaster will do us in. My subjective opinion is that setting this probability lower than 25% would be misguided, and the best estimate may be considerably higher. But even if the probability were much smaller (say, ~1%) the subject matter would still merit very serious attention because of how much is at stake.

Risk of Natural Extinction Low

Low risk of natural extinction—history is on our side.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

Humanity has survived what we might call natural existential risks for hundreds of thousands of years; thus it is prima facie unlikely that any of them will do us in within the next hundred.[2]  This conclusion is buttressed when we analyze specific risks from nature, such as asteroid impacts, supervolcanic eruptions, earthquakes, gamma-ray bursts, and so forth: Empirical impact distributions and scientific models suggest that the likelihood of extinction because of these kinds of risk is extremely small on a time scale of a century or so.[3]

Risk of Anthropogenic Extinction High

Anthropogenic existential risks are most probable.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

In contrast, our species is introducing entirely new kinds of existential risk—threats we have no track record of surviving.  Our longevity as a species therefore offers no strong prior grounds for confident optimism.  Consideration of specific existential-risk scenarios bears out the suspicion that the great bulk of existential risk in the foreseeable future consists of anthropogenic existential risks—that is, those arising from human activity.  In particular, most of the biggest existential risks seem to be linked to potential future technological breakthroughs that may radically expand our ability to manipulate the external world or our own biology.  As our powers expand, so will the scale of their potential consequences—intended and unintended, positive and negative.  For example, there appear to be significant existential risks in some of the advanced forms of biotechnology, molecular nanotechnology, and machine intelligence that might be developed in the decades ahead.

Extinction Is Unlikely For A Long Time

Humanity will survive for between 5,000 and 8 billion years: 95% confidence interval.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

We have some influence over how long we can delay human extinction. Cosmology dictates the upper limit but leaves a large field of play. At its lower limit, humanity could be extinguished as soon as this century by succumbing to near-term extinction risks: nuclear detonations, asteroid or comet impacts, or volcanic eruptions could generate enough atmospheric debris to terminate food production; a nearby supernova or gamma ray burst could sterilize Earth with deadly radiation; greenhouse gas emissions could trigger a positive feedback loop, causing a radical change in climate; a genetically engineered microbe could be unleashed, causing a global plague; or a high-energy physics experiment could go awry, creating a "true vacuum" or strangelets that destroy the planet (Bostrom, 2002 ; Bostrom & Cirkovic, 2007 ; Leslie, 1996 ; Posner, 2004 ; Rees, 2003 ).

Farther out in time are risks from technologies that remain theoretical but might be developed in the next century or centuries. For instance, self-replicating nanotechnologies could destroy the ecosystem; and cognitive enhancements or recursively self-improving computers could exceed normal human ingenuity to create uniquely powerful weapons (Bostrom, 2002 ; Bostrom & Cirkovic, 2007 ; Ikle, 2006 ; Joy, 2000 ; Leslie, 1996 ; Posner, 2004 ; Rees, 2003 ).

Farthest out in time are astronomical risks. In one billion years, the sun will begin its red giant stage, increasing terrestrial temperatures above 1,000 degrees, boiling off our atmosphere, and eventually forming a planetary nebula, making Earth inhospitable to life (Sackmann, Boothroyd, & Kraemer, 1993 ; Ward & Brownlee, 2002 ). If we colonize other solar systems, we could survive longer than our sun, perhaps another 100 trillion years, when all stars begin burning out (Adams & Laughlin, 1997 ). We might survive even longer if we exploit nonstellar energy sources. But it is hard to imagine how humanity will survive beyond the decay of nuclear matter expected in 1032 to 1041 years (Adams & Laughlin, 1997 ).3 Physics seems to support Kafka's remark that "[t]here is infinite hope, but not for us."

While it may be physically possible for humanity or its descendents to flourish for 1041 years, it seems unlikely that humanity will live so long. Homo sapiens have existed for 200,000 years. Our closest relative, homo erectus, existed for around 1.8 million years (Anton, 2003 ). The median duration of mammalian species is around 2.2 million years (Avise et al., 1998 ).

A controversial approach to estimating humanity's life expectancy is to use observation selection theory. The number of homo sapiens who have ever lived is around 100 billion (Haub, 2002 ). Suppose the number of people who have ever or will ever live is 10 trillion. If I think of myself as a random sample drawn from the set of all human beings who have ever or will ever live, then the probability of my being among the first 100 billion of 10 trillion lives is only 1%. It is more probable that I am randomly drawn from a smaller number of lives. For instance, if only 200 billion people have ever or will ever live, the probability of my being among the first 100 billion lives is 50%. The reasoning behind this line of argument is controversial but has survived a number of theoretical challenges (Leslie, 1996 ). Using observation selection theory, Gott (1993) estimated that humanity would survive an additional 5,000 to 8 million years, with 95% confidence.

***Asteroids Aff

Plan Reduces Existential Asteroid Risk

The plan reduces the existential risk from asteroids.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“Existential Risks FAQ,” Version 1.0, ExistentialRisk.com, Available Online at http://www.existentialrisk.com/faq.html, Accessed 07-04-2011)

There are some obvious actions that would probably reduce existential risk by a tiny amount.  For example, increasing funding for ongoing efforts to map large asteroids in order to check if any of them is on collision course with our planet (in which case countermeasures could be devised) would probably reduce the asteroid risk by a modest fraction.  Since asteroids pose only a small existential risk to begin with (on a time scale of, say, a century) this is unlikely to be the most cost-effective way to reduce existential risk.  Nevertheless, it might dominate conventional philanthropic causes in terms of expected amount of good achieved.  (This is not obvious because conventional philanthropy likely has some indirect effects on the level of existential risk—for instance by changing the probability of future war and oppression, promoting international collaboration, or affecting the rate of technological advance.)

They Say: “Bostrom Doesn’t Support The Plan”

Yes he does.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

Some of the lesser existential risks can be countered fairly cheaply. For example, there are organizations devoted to mapping potentially threatening near-Earth objects (e.g. NASA’s Near Earth Asteroid Tracking Program, and the Space Guard Foundation). These could be given additional funding. To reduce the probability of a “physics disaster”, a public watchdog could be appointed with authority to commission advance peer-review of potentially hazardous experiments. This is currently done on an ad hoc basis and often in a way that relies on the integrity of researchers who have a personal stake in the experiments going forth.

AT Extinction Good-Solves Unhappieness 

Even if life is bad for some now that does not mean we should end it, it can get better and its unethical just to let everyone die 
Leslie 96 (John, is a philosopher who focuses on explaining existence. “T H E E N D O F T H E WORLD”Pg 138, Donnie Pg. 170, Donnie)

Could it be a fact that Earth was sadly underpopulated, if the human race had become extinct? Philosophers who reduce all ethical facts to moral duties, obligations to act in various ways, would have to answer No unless some moral agent (God, or some extraterrestrial?) remained in existence, so that he or she or it could have a duty to improve the situation. And many further philosophers would say that the fact that humans had died out couldn’t be sad, a pity, something less than ideal, unless there were somebody to contemplate and evaluate it. Why, even the process of causing the dying out, or of just letting it occur, would be one in which many of them would see nothing unfortunate unless people were actually made unhappy by it. In their view there is nothing essentially wrong in leaving a merely possible happy person in a state of non-existence because, they explain, moral duties are only towards actually existing people.  Other philosophers go so far as to suggest that the dying out of the human race would be fortunate because at least a few human lives are unhappy. All such views seem to me mistaken. If people listened much to philosophers, then views of this kind could be very dangerous. Besides discouraging efforts to keep the human race in being, they encourage putting its survival at risk, for instance during nuclear brinkmanship. (‘Could the human race become extinct if I now ordered nuclear missiles to be made ready for launching? So what? Philosophers assure me that the merely possible human lives which then wouldn’t be lived can carry no ethical weight. I can omit them from my calculations of what I’d be risking.’)  In trying to show that mistakes really are being made here, the next pages will be drawing on things I have written earlier.7 Throughout they will follow the long-established philosophical practice of taking ‘happy’ lives to mean lives which are worth having, rather than simply ones which are enjoyed. The life of Vlad the Impaler, filled with joy in acts of torture, could therefore be a very poor example of a happy life.  Suppose some political leader becomes able to create planet-wide nuclear explosions just by pulling a lever. Given sufficiently many explosions in a sufficiently short period, nobody would suffer pain or disappointment. Living normally at one moment, we should all be gas and ashes at the next. What could be unfortunate here? Schopenhauer argued that every human life is inevitably miserable on the whole. Humans, he wrote, concentrate not on such things as the general health of their bodies, but on ‘the one spot where the shoe pinches’. Imagine that the political leader agreed with this. Would it necessitate Schopenhauer’s gloomy conclusion that lives aren’t worth living? The correctness of this gloomy conclusion couldn’t follow in any logically provable way. Attacking ethical naturalism, I argued that it would be a mistake to think ‘good’ had the sense of ‘pleasant’. The notion that ‘bad’ has the sense of ‘miserable’ would be equally mistaken. Being born into the world can seem an adventure every  bit as great as travelling to the moon. Might it not be an adventure which was worth having despite being disliked? After all, many people feel gladness at having had various experiences, although they did not like them at all at the time. Could it greatly matter whether someone’s dying moments were filled with this sort of gladness? Perhaps not. Still, if ethical naturalism fails then Schopenhauer’s gloomy conclusion could have no logically provable incorrectness, either. Without committing any conceptual blunder, the political leader could consider lever-pulling a duty, and start to pull. Could it be right to interfere? Certainly. If only a burst from a machine-gun would do the job, then I wouldn’t blame whoever fired it. Remember, an inability to prove ethical oughts cannot prove that we ought always to be tolerant. And although I think it almost always bad to kill people, and particularly political leaders who are doing what they see as their duty, I recognize no ‘inalienable right not to be killed’. (Insane people are to be pitied, not blamed, but if a madman were reaching out to push a button and thereby start a nuclear war, then I wouldn’t classify failure to shoot him as ‘keeping one’s hands clean’. I’d think of it as getting one’s hands very dirty indeed—as committing a crime of inaction which the madman himself would be the first to condemn if he could suddenly be cured.) None the less, I might feel considerable respect for the lever-pulling leader. Trying to annihilate the human race could be the act of a thoroughly decent person who not unreasonably thought that human lives were seldom or never worth living. Discussing whether the universe was created by a benevolent deity, philosophers regularly point out that our world might be considered an ethical disaster, something of negative value, because of all the misery it contains. It is severely inconsistent of them when, leaving philosophy of religion and entering the field of ethics, they blithely assume that life is usually worth living. It could be just as well that they assume it, though. While Schopenhauer is making no immediately evident mistake, I think of him as very seriously mistaken. It’s a good thing that—when doing ethics—today’s philosophers almost all see things my way. Despite this, their books and journals are often filled with arguments for wiping out the human race, or at least for denying any duty to keep it in being. Let us next see why. 
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