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Reducing existential risk by even a tiny amount outweighs every other impact — the math is conclusively on our side.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

Holding probability constant, risks become more serious as we move toward the upper-right region of figure 2.  For any fixed probability, existential risks are thus more serious than other risk categories.  But just how much more serious might not be intuitively obvious.  One might think we could get a grip on how bad an existential catastrophe would be by considering some of the worst historical disasters we can think of—such as the two world wars, the Spanish flu pandemic, or the Holocaust—and then imagining something just a bit worse.  Yet if we look at global population statistics over time, we find that these horrible events of the past century fail to register (figure 3).

[Graphic Omitted] 

Figure 3:  World population over the last century.  Calamities such as the Spanish flu pandemic, the two world wars, and the Holocaust scarcely register.  (If one stares hard at the graph, one can perhaps just barely make out a slight temporary reduction in the rate of growth of the world population during these events.)

But even this reflection fails to bring out the seriousness of existential risk.  What makes existential catastrophes especially bad is not that they would show up robustly on a plot like the one in figure 3, causing a precipitous drop in world population or average quality of life.  Instead, their significance lies primarily in the fact that they would destroy the future.  The philosopher Derek Parfit made a similar point with the following thought experiment:

I believe that if we destroy mankind, as we now can, this outcome will be much worse than most people think.  Compare three outcomes:

(1)    Peace.

(2)    A nuclear war that kills 99% of the world’s existing population.

(3)    A nuclear war that kills 100%.

(2) would be worse than (1), and (3) would be worse than (2).  Which is the greater of these two differences?  Most people believe that the greater difference is between (1) and (2).  I believe that the difference between (2) and (3) is very much greater. …  The Earth will remain habitable for at least another billion years.  Civilization began only a few thousand years ago.  If we do not destroy mankind, these few thousand years may be only a tiny fraction of the whole of civilized human history.  The difference between (2) and (3) may thus be the difference between this tiny fraction and all of the rest of this history.  If we compare this possible history to a day, what has occurred so far is only a fraction of a second. (10: 453-454)

To calculate the loss associated with an existential catastrophe, we must consider how much value would come to exist in its absence.  It turns out that the ultimate potential for Earth-originating intelligent life is literally astronomical.

One gets a large number even if one confines one’s consideration to the potential for biological human beings living on Earth.  If we suppose with Parfit that our planet will remain habitable for at least another billion years, and we assume that at least one billion people could live on it sustainably, then the potential exist for at least 1018 human lives.  These lives could also be considerably better than the average contemporary human life, which is so often marred by disease, poverty, injustice, and various biological limitations that could be partly overcome through continuing technological and moral progress.

However, the relevant figure is not how many people could live on Earth but how many descendants we could have in total.  One lower bound of the number of biological human life-years in the future accessible universe (based on current cosmological estimates) is 1034 years.[10]  Another estimate, which assumes that future minds will be mainly implemented in computational hardware instead of biological neuronal wetware, produces a lower bound of 1054 human-brain-emulation subjective life-years (or 1071 basic computational operations).(4)[11]  If we make the less conservative assumption that future civilizations could eventually press close to the absolute bounds of known physics (using some as yet unimagined technology), we get radically higher estimates of the amount of computation and memory storage that is achievable and thus of the number of years of subjective experience that could be realized.[12]

Even if we use the most conservative of these estimates, which entirely ignores the possibility of space colonization and software minds, we find that the expected loss of an existential catastrophe is greater than the value of 1018 human lives.  This implies that the expected value of reducing existential risk by a mere one millionth of one percentage point is at least ten times the value of a billion human lives.  The more technologically comprehensive estimate of 1054 human-brain-emulation subjective life-years (or 1052 lives of ordinary length) makes the same point even more starkly.  Even if we give this allegedly lower bound on the cumulative output potential of a technologically mature civilization a mere 1% chance of being correct, we find that the expected value of reducing existential risk by a mere one billionth of one billionth of one percentage point is worth a hundred billion times as much as a billion human lives.

One might consequently argue that even the tiniest reduction of existential risk has an expected value greater than that of the definite provision of any “ordinary” good, such as the direct benefit of saving 1 billion lives.  And, further, that the absolute value of the indirect effect of saving 1 billion lives on the total cumulative amount of existential risk—positive or negative—is almost certainly larger than the positive value of the direct benefit of such an action.[13]

The plan is the most cost-effective way to reduce existential risk—it saves 8 billion life-years at a cost of $2.50 per life-year.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

6. COST EFFECTIVENESS AND UNCERTAINTY

To establish the priority of delaying human extinction among other public projects, we need to know not only the value of future lives but also the costs of extinction countermeasures and how to account for their uncertain success. Cost-effectiveness analysis (CEA) is often used to prioritize public projects (Jamison, 1993 ). The ethical premise behind CEA is we should deliver the greatest good to the greatest number of people. With finite resources, this implies investing in projects that have the lowest marginal cost per unit of value—life-year saved, case of disease averted, etc. (McKie et al., 1998). Even when CEA employs distributional constraints or weights to account for fairness or equity, cost effectiveness is typically seen as an essential aspect of the fair distribution of finite resources (Williams, 1997).10

The effects of public projects are uncertain. Some projects may not work and some may address problems that never emerge. The typical way of dealing with these uncertainties in economics is to use expected values. The expected value of a project is the sum of the probability of each possible outcome of the project multiplied by each outcome's respective value.

7. EXAMPLE: THE COST EFFECTIVENESS OF REDUCING EXTINCTION RISKS FROM ASTEROIDS

Even if extinction events are improbable, the expected values of countermeasures could be large, as they include the value of all future lives. This introduces a discontinuity between the CEA of extinction and nonextinction risks. Even though the risk to any existing individual of dying in a car crash is much greater than the risk of dying in an asteroid impact, asteroids pose a much greater risk to the existence of future generations (we are not likely to crash all our cars at once) (Chapman, 2004 ). The "death-toll" of an extinction-level asteroid impact is the population of Earth, plus all the descendents of that population who would otherwise have existed if not for the impact. There is thus a discontinuity between risks that threaten 99% of humanity and those that threaten 100%.

As an example, consider asteroids. Let p be the probability of a preventable extinction event occurring in this century:

p = pa + po
where pa is the probability of an asteroid-related extinction event occurring during the century, and po is the probability of any other preventable extinction event occurring. The (reducible) extinction risk is:

Lp = L(pa + po)

where L is the expected number of future human life-years in the absence of preventable extinction events during the century. The expected value of reducing pa by 50% is thus:

L(pa + po) - L(0.5pa + po) = 0.5Lpa
Suppose humanity would, in the absence of preventable extinction events during the century, survive as long as our closest relative, homo erectus, and could thus survive another 1.6 million years (Avise et al., 1998 ).11 Further suppose humanity maintains a population of 10 billion persons.12 Then,

L = 1.6 million years x 10 billion lives = 1.6 x 1016 life-years.

Based on the frequency of previous asteroid impacts, the probability of an extinction-level (=10 km) asteroid impact in this century is around one in 1 million (Chapman, 2004; NASA, 2007). Thus,

0.5Lpa = 0.5 x 1.6 x 1016 life-years x 10-6 = 8 billion life-years.

A system to detect all large, near-Earth asteroids would cost between $300 million and $2 billion (Chapman, 2004; NASA, 2006 , pp. 251–254), while a system to deflect large asteroids would cost between $1 and 20 billion to develop (Gritzner, 1997, p. 156; NASA, 2006 , pp. 251–254; Sommer, 2005 , p. 121; Urias et al., 1996 ).13 Suppose a detect-and-deflect system costing a total of $20 billion would buy us a century of protection, reducing the probability of an extinction-level impact over the next century by 50%.14 Further suppose this cost is incurred even if the deflection system is never used, and the system offers no benefit besides mitigating extinction-level asteroid impacts.15 Then the cost effectiveness of the detect-and-deflect system is
$20 billion/8 billion life-years = $2.50 per life-year.

By comparison, it is common for U.S. health programs to spend, and for U.S. policies and citizens to value, more than $100,000 per life-year (Kenkel, 2001; Neumann et al., 2000 ; Viscusi & Aldy, 2003 ).16 Even if one is less optimistic and believes humanity will certainly die out in 1,000 years, asteroid defense would be cost effective at $4,000 per life-year.

Policymakers should adopt the Maxipok principle and prioritize the reduction of existential risk.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

These considerations suggest that the loss in expected value resulting from an existential catastrophe is so enormous that the objective of reducing existential risks should be a dominant consideration whenever we act out of concern for humankind as a whole.  It may be useful to adopt the following rule of thumb for such impersonal moral action:

Maxipok

Maximize the probability of an “OK outcome,” where an OK outcome is any outcome that avoids existential catastrophe.

At best, maxipok is a rule of thumb or a prima facie suggestion.  It is not a principle of absolute validity, since there clearly are moral ends other than the prevention of existential catastrophe.  The principle’s usefulness is as an aid to prioritization.  Unrestricted altruism is not so common that we can afford to fritter it away on a plethora of feel-good projects of suboptimal efficacy.  If benefiting humanity by increasing existential safety achieves expected good on a scale many orders of magnitude greater than that of alternative contributions, we would do well to focus on this most efficient philanthropy.

Note that maxipok is different from the popular maximin principle (“Choose the action that has the best worst-case outcome”).[14]  Since we cannot completely eliminate existential risk—at any moment, we might be tossed into the dustbin of cosmic history by the advancing front of a vacuum phase transition triggered in some remote galaxy a billion years ago—the use of maximin in the present context would entail choosing the action that has the greatest benefit under the assumption of impending extinction.  Maximin thus implies that we ought all to start partying as if there were no tomorrow.  While perhaps tempting, that implication is implausible.

Reducing existential risk is desirable in every framework—our argument doesn’t require extreme utilitarianism.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

We have thus far considered existential risk from the perspective of utilitarianism (combined with several simplifying assumptions).  We may briefly consider how the issue might appear when viewed through the lenses of some other ethical outlooks.

For example, the philosopher Robert Adams outlines a different view on these matters:

I believe a better basis for ethical theory in this area can be found in quite a different direction—in a commitment to the future of humanity as a vast project, or network of overlapping projects, that is generally shared by the human race.  The aspiration for a better society—more just, more rewarding, and more peaceful—is a part of this project.  So are the potentially endless quests for scientific knowledge and philosophical understanding, and the development of artistic and other cultural traditions.  This includes the particular cultural traditions to which we belong, in all their accidental historic and ethnic diversity.  It also includes our interest in the lives of our children and grandchildren, and the hope that they will be able, in turn, to have the lives of their children and grandchildren as projects.  To the extent that a policy or practice seems likely to be favorable or unfavorable to the carrying out of this complex of projects in the nearer or further future, we have reason to pursue or avoid it.  … Continuity is as important to our commitment to the project of the future of humanity as it is to our commitment to the projects of our own personal futures.  Just as the shape of my whole life, and its connection with my present and past, have an interest that goes beyond that of any isolated experience, so too the shape of human history over an extended period of the future, and its connection with the human present and past, have an interest that goes beyond that of the (total or average) quality of life of a population-at-a-time, considered in isolation from how it got that way.

We owe, I think, some loyalty to this project of the human future.  We also owe it a respect that we would owe it even if we were not of the human race ourselves, but beings from another planet who had some understanding of it. (28: 472-473)

Since an existential catastrophe would either put an end to the project of the future of humanity or drastically curtail its scope for development, we would seem to have a strong prima facie reason to avoid it, in Adams’ view.

We also note that an existential catastrophe would entail the frustration of many strong preferences, suggesting that from a preference-satisfactionist perspective it would be a bad thing.  In a similar vein, an ethical view emphasizing that public policy should be determined through informed democratic deliberation by all stakeholders would favor existential-risk mitigation if we suppose, as is plausible, that a majority of the world’s population would come to favor such policies upon reasonable deliberation (even if hypothetical future people are not included as stakeholders).  We might also have custodial duties to preserve the inheritance of humanity passed on to us by our ancestors and convey it safely to our descendants.[24]  We do not want to be the failing link in the chain of generations, and we ought not to delete or abandon the great epic of human civilization that humankind has been working on for thousands of years, when it is clear that the narrative is far from having reached a natural terminus.  Further, many theological perspectives deplore naturalistic existential catastrophes, especially ones induced by human activities:  If God created the world and the human species, one would imagine that He might be displeased if we took it upon ourselves to smash His masterpiece (or if, through our negligence or hubris, we allowed it to come to irreparable harm).[25]

We might also consider the issue from a less theoretical standpoint and try to form an evaluation instead by considering analogous cases about which we have definite moral intuitions.  Thus, for example, if we feel confident that committing a small genocide is wrong, and that committing a large genocide is no less wrong, we might conjecture that committing omnicide is also wrong.[26]  And if we believe we have some moral reason to prevent natural catastrophes that would kill a small number of people, and a stronger moral reason to prevent natural catastrophes that would kill a larger number of people, we might conjecture that we have an even stronger moral reason to prevent catastrophes that would kill the entire human population.

***Asteroids Arguments

Plan Reduces Existential Asteroid Risk

The plan reduces the existential risk from asteroids.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“Existential Risks FAQ,” Version 1.0, ExistentialRisk.com, Available Online at http://www.existentialrisk.com/faq.html, Accessed 07-04-2011)

There are some obvious actions that would probably reduce existential risk by a tiny amount.  For example, increasing funding for ongoing efforts to map large asteroids in order to check if any of them is on collision course with our planet (in which case countermeasures could be devised) would probably reduce the asteroid risk by a modest fraction.  Since asteroids pose only a small existential risk to begin with (on a time scale of, say, a century) this is unlikely to be the most cost-effective way to reduce existential risk.  Nevertheless, it might dominate conventional philanthropic causes in terms of expected amount of good achieved.  (This is not obvious because conventional philanthropy likely has some indirect effects on the level of existential risk—for instance by changing the probability of future war and oppression, promoting international collaboration, or affecting the rate of technological advance.)

They Say: “Bostrom Doesn’t Support The Plan”
Yes he does.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

Some of the lesser existential risks can be countered fairly cheaply. For example, there are organizations devoted to mapping potentially threatening near-Earth objects (e.g. NASA’s Near Earth Asteroid Tracking Program, and the Space Guard Foundation). These could be given additional funding. To reduce the probability of a “physics disaster”, a public watchdog could be appointed with authority to commission advance peer-review of potentially hazardous experiments. This is currently done on an ad hoc basis and often in a way that relies on the integrity of researchers who have a personal stake in the experiments going forth.

***Uniqueness

Existential Risk High Now

Risk of extinction is high—consensus of experts.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

It is possible for humanity (or its descendents) to survive a million years or more, but we could succumb to extinction as soon as this century. During the Cuban Missile Crisis, U.S. President Kennedy estimated the probability of a nuclear holocaust as "somewhere between one out of three and even" (Kennedy, 1969 , p. 110). John von Neumann, as Chairman of the U.S. Air Force Strategic Missiles Evaluation Committee, predicted that it was "absolutely certain (1) that there would be a nuclear war; and (2) that everyone would die in it" (Leslie, 1996 , p. 26).

More recent predictions of human extinction are little more optimistic. In their catalogs of extinction risks, Britain's Astronomer Royal, Sir Martin Rees (2003) , gives humanity 50-50 odds on surviving the 21st century; philosopher Nick Bostrom argues that it would be "misguided" to assume that the probability of extinction is less than 25%; and philosopher John Leslie (1996) assigns a 30% probability to extinction during the next five centuries. The "Stern Review" for the U.K. Treasury (2006) assumes that the probability of human extinction during the next century is 10%. And some explanations of the "Fermi Paradox" imply a high probability (close to 100%) of extinction among technological civilizations (Pisani, 2006 ).4

Estimating the probabilities of unprecedented events is subjective, so we should treat these numbers skeptically. Still, even if the probability of extinction is several orders lower, because the stakes are high, it could be wise to invest in extinction countermeasures.

Existential risk is high now—best estimate is 10-20% within the century.
Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

An existential risk is one that threatens the premature extinction of Earth-originating intelligent life or the permanent and drastic destruction of its potential for desirable future development.(1)  The materialization of such a risk would be an existential catastrophe.

Although it is often difficult to assess the probability of existential risks, there are many reasons to suppose that the total such risk confronting humanity over the next few centuries is significant.  Estimates of 10-20% total existential risk in this century are fairly typical among those who have examined the issue, though inevitably such estimates rely heavily on subjective judgment.[1]  The most reasonable estimate might be substantially higher or lower.  But perhaps the strongest reason for judging the total existential risk within the next few centuries to be significant is the extreme magnitude of the values at stake.  Even a small probability of existential catastrophe could be highly practically significant.(4, 5, 6, 61)

Assigning lower probability is misguided. 

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

In combination, these indirect arguments add important constraints to those we can glean from the direct consideration of various technological risks, although there is not room here to elaborate on the details. But the balance of evidence is such that it would appear unreasonable not to assign a substantial probability to the hypothesis that an existential disaster will do us in. My subjective opinion is that setting this probability lower than 25% would be misguided, and the best estimate may be considerably higher. But even if the probability were much smaller (say, ~1%) the subject matter would still merit very serious attention because of how much is at stake.

Risk of Natural Extinction Low
Low risk of natural extinction—history is on our side.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

Humanity has survived what we might call natural existential risks for hundreds of thousands of years; thus it is prima facie unlikely that any of them will do us in within the next hundred.[2]  This conclusion is buttressed when we analyze specific risks from nature, such as asteroid impacts, supervolcanic eruptions, earthquakes, gamma-ray bursts, and so forth: Empirical impact distributions and scientific models suggest that the likelihood of extinction because of these kinds of risk is extremely small on a time scale of a century or so.[3]

Risk of Anthropogenic Extinction High

Anthropogenic existential risks are most probable.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

In contrast, our species is introducing entirely new kinds of existential risk—threats we have no track record of surviving.  Our longevity as a species therefore offers no strong prior grounds for confident optimism.  Consideration of specific existential-risk scenarios bears out the suspicion that the great bulk of existential risk in the foreseeable future consists of anthropogenic existential risks—that is, those arising from human activity.  In particular, most of the biggest existential risks seem to be linked to potential future technological breakthroughs that may radically expand our ability to manipulate the external world or our own biology.  As our powers expand, so will the scale of their potential consequences—intended and unintended, positive and negative.  For example, there appear to be significant existential risks in some of the advanced forms of biotechnology, molecular nanotechnology, and machine intelligence that might be developed in the decades ahead.
Extinction Is Unlikely For A Long Time

Humanity will survive for between 5,000 and 8 billion years: 95% confidence interval.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

We have some influence over how long we can delay human extinction. Cosmology dictates the upper limit but leaves a large field of play. At its lower limit, humanity could be extinguished as soon as this century by succumbing to near-term extinction risks: nuclear detonations, asteroid or comet impacts, or volcanic eruptions could generate enough atmospheric debris to terminate food production; a nearby supernova or gamma ray burst could sterilize Earth with deadly radiation; greenhouse gas emissions could trigger a positive feedback loop, causing a radical change in climate; a genetically engineered microbe could be unleashed, causing a global plague; or a high-energy physics experiment could go awry, creating a "true vacuum" or strangelets that destroy the planet (Bostrom, 2002 ; Bostrom & Cirkovic, 2007 ; Leslie, 1996 ; Posner, 2004 ; Rees, 2003 ).

Farther out in time are risks from technologies that remain theoretical but might be developed in the next century or centuries. For instance, self-replicating nanotechnologies could destroy the ecosystem; and cognitive enhancements or recursively self-improving computers could exceed normal human ingenuity to create uniquely powerful weapons (Bostrom, 2002 ; Bostrom & Cirkovic, 2007 ; Ikle, 2006 ; Joy, 2000 ; Leslie, 1996 ; Posner, 2004 ; Rees, 2003 ).

Farthest out in time are astronomical risks. In one billion years, the sun will begin its red giant stage, increasing terrestrial temperatures above 1,000 degrees, boiling off our atmosphere, and eventually forming a planetary nebula, making Earth inhospitable to life (Sackmann, Boothroyd, & Kraemer, 1993 ; Ward & Brownlee, 2002 ). If we colonize other solar systems, we could survive longer than our sun, perhaps another 100 trillion years, when all stars begin burning out (Adams & Laughlin, 1997 ). We might survive even longer if we exploit nonstellar energy sources. But it is hard to imagine how humanity will survive beyond the decay of nuclear matter expected in 1032 to 1041 years (Adams & Laughlin, 1997 ).3 Physics seems to support Kafka's remark that "[t]here is infinite hope, but not for us."

While it may be physically possible for humanity or its descendents to flourish for 1041 years, it seems unlikely that humanity will live so long. Homo sapiens have existed for 200,000 years. Our closest relative, homo erectus, existed for around 1.8 million years (Anton, 2003 ). The median duration of mammalian species is around 2.2 million years (Avise et al., 1998 ).

A controversial approach to estimating humanity's life expectancy is to use observation selection theory. The number of homo sapiens who have ever lived is around 100 billion (Haub, 2002 ). Suppose the number of people who have ever or will ever live is 10 trillion. If I think of myself as a random sample drawn from the set of all human beings who have ever or will ever live, then the probability of my being among the first 100 billion of 10 trillion lives is only 1%. It is more probable that I am randomly drawn from a smaller number of lives. For instance, if only 200 billion people have ever or will ever live, the probability of my being among the first 100 billion lives is 50%. The reasoning behind this line of argument is controversial but has survived a number of theoretical challenges (Leslie, 1996 ). Using observation selection theory, Gott (1993) estimated that humanity would survive an additional 5,000 to 8 million years, with 95% confidence.

***Impact Framing Arguments

Extinction Outweighs Not-Extinction

Their impact is terrible but it’s not existential — humanity will survive. 

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

Existential risks are distinct from global endurable risks. Examples of the latter kind include: threats to the biodiversity of Earth’s ecosphere, moderate global warming, global economic recessions (even major ones), and possibly stifling cultural or religious eras such as the “dark ages”, even if they encompass the whole global community, provided they are transitory (though see the section on “Shrieks” below). To say that a particular global risk is endurable is evidently not to say that it is acceptable or not very serious. A world war fought with conventional weapons or a Nazi-style Reich lasting for a decade would be extremely horrible events even though they would fall under the rubric of endurable global risks since humanity could eventually recover. (On the other hand, they could be a local terminal risk for many individuals and for persecuted ethnic groups.)

I shall use the following definition of existential risks:

Existential risk – One where an adverse outcome would either annihilate Earth-originating intelligent life or permanently and drastically curtail its potential.

An existential risk is one where humankind as a whole is imperiled. Existential disasters have major adverse consequences for the course of human civilization for all time to come.

Non-existential impacts pale in comparison.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

2        The unique challenge of existential risks
Risks in this sixth category are a recent phenomenon. This is part of the reason why it is useful to distinguish them from other risks. We have not evolved mechanisms, either biologically or culturally, for managing such risks. Our intuitions and coping strategies have been shaped by our long experience with risks such as dangerous animals, hostile individuals or tribes, poisonous foods, automobile accidents, Chernobyl, Bhopal, volcano eruptions, earthquakes, draughts, World War I, World War II, epidemics of influenza, smallpox, black plague, and AIDS. These types of disasters have occurred many times and our cultural attitudes towards risk have been shaped by trial-and-error in managing such hazards. But tragic as such events are to the people immediately affected, in the big picture of things – from the perspective of humankind as a whole – even the worst of these catastrophes are mere ripples on the surface of the great sea of life. They haven’t significantly affected the total amount of human suffering or happiness or determined the long-term fate of our species.

Preventative Action Key

Preventative action is necessary—we don’t get a second chance.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

Our approach to existential risks cannot be one of trial-and-error. There is no opportunity to learn from errors. The reactive approach – see what happens, limit damages, and learn from experience – is unworkable. Rather, we must take a proactive approach. This requires foresight to anticipate new types of threats and a willingness to take decisive preventive action and to bear the costs (moral and economic) of such actions.

Space Colonization Key
Space colonization is key to reduce the risk of extinction.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

As for astronomical risks, to escape our sun's death, humanity will eventually need to relocate. If we survive the next century, we are likely to build self-sufficient colonies in space. We would be motivated by self-interest to do so, as asteroids, moons, and planets have valuable resources to mine, and the technological requirements for colonization are not beyond imagination (Kargel, 1994 ; Lewis, 1996 ).

Colonizing space sooner, rather than later, could reduce extinction risk (Gott, 1999 ; Hartmann, 1984 ; Leslie, 1999 ), as a species' survivability is closely related to the extent of its range (Hecht, 2006 ). Citing, in particular, the threat of new biological weapons, Stephen Hawking has said, "I don't think the human race will survive the next thousand years, unless we spread into space. There are too many accidents that can befall life on a single planet" (Highfield, 2001 ). Similarly, NASA Administrator, Michael Griffin (2006) , recently remarked: "The history of life on Earth is the history of extinction events, and human expansion into the Solar System is, in the end, fundamentally about the survival of the species."

Limited Nuclear War Not An Existential Risk

A small nuclear exchange is not an existential risk.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

A much greater existential risk emerged with the build-up of nuclear arsenals in the US and the USSR. An all-out nuclear war was a possibility with both a substantial probability and with consequences that might have been persistent enough to qualify as global and terminal. There was a real worry among those best acquainted with the information available at the time that a nuclear Armageddon would occur and that it might annihilate our species or permanently destroy human civilization.[4]  Russia and the US retain large nuclear arsenals that could be used in a future confrontation, either accidentally or deliberately. There is also a risk that other states may one day build up large nuclear arsenals. Note however that a smaller nuclear exchange, between India and Pakistan for instance, is not an existential risk, since it would not destroy or thwart humankind’s potential permanently. Such a war might however be a local terminal risk for the cities most likely to be targeted. Unfortunately, we shall see that nuclear Armageddon and comet or asteroid strikes are mere preludes to the existential risks that we will encounter in the 21st century.

We Can Only Die Once

Existential risks aren’t cumulative — we can only die once.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

Finally, when considering existential-risk probabilities, we must recognize that one existential catastrophe can preempt another.  If a meteor wipes us out next year, the existential risk from future machine superintelligence drops to zero.  The sum of all-things-considered probabilities of disjoint (mutually exclusive) existential risks cannot exceed 100%.  Yet conditional probabilities of disjoint existential risks (conditional, that is to say, on no other existential disaster occurring preemptively) could well add up to more than 100%.  For example, some pessimist might coherently assign an 80% probability to humanity being destroyed by machine superintelligence, and a 70% conditional probability to humanity being destroyed by nanotechnological warfare given that humanity is not destroyed by machine superintelligence.  However, if the unconditional (all-things-considered) probability of our being eradicated by superintelligence is 80%, then the unconditional probability of our being eradicated by nanotech war must be no greater than 20%, since we can only be eradicated once.[9]

***Answers To

They Say: “Risk Of Extinction Low/Exaggerated”

Wrong—their takeouts are a product of the availability heuristic and “good-story bias”.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

Many kinds of cognitive bias and other psychological phenomena impede efforts at thinking clearly and dealing effectively with existential risk.[32]

For example, use of the availability heuristic may create a “good-story bias” whereby people evaluate the plausibility of existential-risk scenarios on the basis of experience, or on how easily the various possibilities spring to mind.  Since nobody has any real experience with existential catastrophe, expectations may be formed instead on the basis of fictional evidence derived from movies and novels.  Such fictional exposures are systematically biased in favor of scenarios that make for entertaining stories.  Plotlines may feature a small band of human protagonists successfully repelling an alien invasion or a robot army.  A story in which humankind goes extinct suddenly—without warning and without being replaced by some other interesting beings—is less likely to succeed at the box office (although more likely to happen in reality).

They Say: “Probability Outweighs Magnitude”
Even if the probability is low, the risk is high.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

We can explicate the seriousness of a risk as the expected loss associated with it.  That is,

[equation omitted — without using graphics, closest version is this: Seriousness(R) = E[Loss(R)]  = P(R)Loss(R)]

If some particular risk is defined in terms of how much value is lost as a consequence of an untoward event—e.g., the risk “lightning kills one person”—then Loss(R) can be straightforwardly read off from the definition (in this case, the value of the loss of one life).[4]  Often, however, risks are defined without explicit reference to the value of the loss they would cause.  For example, the risk “there is a smallpox outbreak” materializes if and only if there is a smallpox outbreak; but the value lost as a result of such an event ranges over a wide interval:  The outbreak might kill nobody or it might produce hundreds of millions of casualties.  In such a case, Loss(R) is itself an expectation value:

[equation omitted — without using graphics, closest version is this: Loss(R)=E Loss (R, hi)P(h1)]

The sum here is over a partition of specific hypotheses, H = {hi}, about the specific ways in which the unfavorable event might unfold.  A risk of some event X occurring can therefore be serious even if (a) X is unlikely to occur and (b) it is unlikely that much harm would result if X does occur.  Such a risk can still be serious if the potential harm is sufficiently great.  Thus, for example, the risk of theft of a nuclear weapon from a military installation is fairly serious, even though it may be unlikely that any such weapon will be stolen or, if stolen, successfully detonated.  The worst-case scenario is sufficiently bad that it is worth taking precautions even against this double unlikelihood.  For this reason, nuclear weapons are not only kept under lock and key, protected by armed guards, but are also equipped with specialized security features such as permissive action links.

Their first-order probability assessment is inaccurate because it ignores uncertainty and error-proneness—even if our scenario is not probable, the risk is high. 
Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

Probability can be understood in different senses, but most relevant here is the epistemic sense in which probability is construed as (something like) the credence that an ideally reasonable observer should assign to the risk’s materializing based on currently available evidence.[5]  If something is not known to be objectively safe, it is risky at least in the subjective sense relevant to decision making.  Consider the hypothetical risk from particle collider experiments.  It is very likely that these experiments have no potential whatsoever for causing global disaster; and that therefore the objective risk is zero, as most experts believe.  But just how confident can we be that there is no objective risk?  An empty cave is likewise unsafe in the relevant sense if you cannot tell whether or not it is home to a hungry bear.  It would be rational for you to avoid the cave if you reasonably judge that the expected harm of entry outweighs the expected benefit.

Assessing risk probabilities is often difficult.  The uncertainty and error-proneness of our first-order assessments of risk is itself something we must factor into our all-things-considered probability assignments.  This factor often dominates in low-probability, high-consequence risks—especially those involving poorly understood natural phenomena, complex social dynamics, or new technology, or those that are difficult to assess for other reasons.  Suppose that some scientific analysis A indicates that some catastrophe X has an extremely small probability P(X) of occurring.  Then the probability that A has some hidden crucial flaw may easily be much greater than P(X).[6]  Furthermore, the conditional probability of X given that A is crucially flawed, P(X |¬A), may be fairly high.  We may then find that most of the risk of X resides in the uncertainty of our scientific assessment that P(X) was small (figure 1).(9)

They Say: “Plan Doesn’t ‘Solve’ Extinction”

That’s not our argument—
The plan reduces existential risk, it doesn’t eliminate it.

And, that’s important—the difference in conditional probabilities is key to assessing the desirability of the plan.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“The Concept of Existential Risk,” Draft of a Paper published on ExistentialRisk.com, Available Online at http://www.existentialrisk.com/concept.html, Accessed 07-04-2011)

We should also distinguish between the all-things-considered probability of an adverse outcome and various conditional probabilities, such as the conditional probability of an adverse outcome given that some proposed avertive action is (or is not) taken.  Each kind of probability term is relevant, but to different purposes.  When deciding whether some precaution is worth taking, we need to know the difference in conditional probabilities—that is, how much the precaution will lower the risk.

They Say: “Prioritizing Existential Risk Hurts Currently-Existing People”

We should do both—there’s no forced choice.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2011 (“Existential Risks FAQ,” Version 1.0, ExistentialRisk.com, Available Online at http://www.existentialrisk.com/faq.html, Accessed 07-04-2011)

Shouldn’t we focus on helping the people who exist now and who are in need, rather than on reducing existential risk?

The easy answer would be to say that we should do both.  Perhaps the easy answer is the correct answer.

The underlying question hinges on deep and difficult issues in moral philosophy and population ethics—issues on which there is no consensus, even among smart and decent people who have thought long and hard about them.  We should recognize that we are, for the time being, laboring under moral uncertainty on this point.

It is important to note, however, that given certain moral assumptions—assumptions that are fairly widely, though by no means universally, accepted—existential risk mitigation comes up as a dominant moral priority (see the answer to the previous questions).

Emphasizing existential risks doesn’t mean ignoring current problems—their argument is a reduction ad absurdum.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

It might be feared that consideration of extinction risks would lead to a reductio ad absurdum: we ought to invest all our resources in asteroid defense or nuclear disarmament, instead of AIDS, pollution, world hunger, or other problems we face today. On the contrary, programs that create a healthy and content global population are likely to reduce the probability of global war or catastrophic terrorism. They should thus be seen as an essential part of a portfolio of risk-reducing projects.

They Say: “Extinction Unlikely / Empirically Denied”

The fact that we haven’t gone extinct yet isn’t a reason that we won’t in the future.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

Other anthropic arguments may be more successful: the argument based on the Fermi-paradox is one example and the next section provides another. In general, one lesson is that we should be careful not to use the fact that life on Earth has survived up to this day and that our humanoid ancestors didn’t go extinct in some sudden disaster to infer that that Earth-bound life and humanoid ancestors are highly resilient. Even if on the vast majority of Earth-like planets life goes extinct before intelligent life forms evolve, we should still expect to find ourselves on one of the exceptional planets that were lucky enough to escape devastation.[15] In this case, our past success provides no ground for expecting success in the future.

They Say: “Current Lives Outweigh – General”

No justification for valuing current lives over future lives when it comes to human extinction.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

An extinction event today could cause the loss of thousands of generations. This matters to the extent we value future lives. Society places some value on future lives when it accepts the costs of long-term environmental policies or hazardous waste storage. Individuals place some value on future lives when they adopt measures, such as screening for genetic diseases, to ensure the health of children who do not yet exist. Disagreement, then, does not center on whether future lives matter, but on how much they matter.6 Valuing future lives less than current ones ("intergenerational discounting") has been justified by arguments about time preference, growth in consumption, uncertainty about future existence, and opportunity costs. I will argue that none of these justifications applies to the benefits of delaying human extinction.

No basis of devaluing future lives.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

In summary, there are good reasons not to discount the benefits of extinction countermeasures. Time preference is not justifiable in intergenerational problems, there is no diminishing marginal utility from having ever existed, and uncertainties about human existence should be represented by expected values. I thus assume that the value of future lives cannot be discounted. Since this position is controversial, I later show how acceptance of discounting would affect our conclusions.

Even if they’re right about discounting, the plan’s still cost-effective.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

Although the usual justifications for discounting do not apply to extinction, we might accept discounting and still conclude that delaying human extinction is cost effective. In the tabular display below I estimate the cost effectiveness of asteroid defense under different discounting schemes. As above, these estimates assume asteroid defense will save an expected 8 billion life-years. However, now the value of future life-years is discounted, relative to the value of a life-year lived now. The cost of asteroid detection and deflection is still assumed to be $20 billion, paid in the present.

Discount Rate (Form) 
Present Value of Life-Years Saved 
Cost per(Present Value) Life-Year Saved

No discounting 
8.0 × 109 
$2.50

Gamma (Weitzman, 2001 ) 
1.4 × 108 
$140

1% constant geometric 
5.0 × 105 
$40,000

3% constant geometric 
1.7 × 105 
$120,000

5% constant geometric 
1.0 × 105 
$200,000

The cost per life-year saved is $2.50 in the undiscounted case and $140 in the declining discounted case. Under constant discounting, the cost per life-year saved ranges from $40,000 to $200,000. Because the value of future life-years declines rapidly under constant discounting, these costs change by less than $1 if one pessimistically assumes a human duration of 1,000 years. Thus, even with discounting, and even assuming a 1,000-year human duration, asteroid defense could be more cost effective than much existing health spending.

Even if we expected humanity to become extinct within a generation, traditional statistical life valuations would warrant a $16 billion to $32 billion annual investment in asteroid defense (Gerrard & Barber, 1997 ). Yet the United States spends only $4 million per year on asteroid detection and there is no direct spending on mitigation.17

They Say: “Current Lives Outweigh – Temporal Preference”

No ethical basis for temporal preference.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

Under time preference, a good enjoyed in the future is worth less, intrinsically, than a good enjoyed now. The typical justification for time preference is descriptive—most people make decisions that suggest that they value current goods more than future ones. However, it may be that people's time preference applies only to instrumental goods, like money, whose value predictably decreases in time. In fact, it would be difficult to design an experiment in which time preference for an intrinsic good (like happiness), rather than an instrumental good (like money), is separated from the other forms of discounting discussed below. But even supposing individuals exhibit time preference within their own lives, it is not clear how this would ethically justify discounting across different lives and generations (Frederick, 2006 ; Schelling, 2000 ).

In practice, discounting the value of future lives would lead to results few of us would accept as being ethical. For instance, if we discounted lives at a 5% annual rate, a life today would have greater intrinsic value than a billion lives 400 years hence (Cowen & Parfit, 1992 ). Broome (1994) suggests most economists and philosophers recognize that this preference for ourselves over our descendents is unjustifiable and agree that ethical impartiality requires setting the intergenerational discount rate to zero. After all, if we reject spatial discounting and assign equal value to contemporary human lives, whatever their physical distance from us, we have similar reasons to reject temporal discounting, and assign equal value to human lives, whatever their temporal distance from us. I Parfit (1984) , Cowen (1992) , and Blackorby et al. (1995) have similarly argued that time preference across generations is not ethically defensible.7

They Say: “Current Lives Outweigh – Diminishing Marginal Utility”

There’s no diminishing marginal utility to existence—no basis for discounting future generations.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

There could still be other reasons to discount future generations. A common justification for discounting economic goods is that their abundance generally increases with time. Because there is diminishing marginal utility from consumption, future generations may gain less satisfaction from a dollar than we will (Schelling, 2000 ). This principle makes sense for intergenerational transfers of most economic goods but not for intergenerational transfers of existence. There is no diminishing marginal utility from having ever existed. There is no reason to believe existence matters less to a person 1,000 years hence than it does to a person 10 years hence.

They Say: “Current Lives Outweigh – Uncertainty”

Uncertainty about future generations doesn’t warrant discounting their interests.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

Discounting could be justified by our uncertainty about future generations' existence. If we knew for certain that we would all die in 10 years, it would not make sense for us to spend money on asteroid defense. It would make more sense to live it up, until we become extinct. A discount scheme would be justified that devalued (to zero) anything beyond 10 years.

Dasgupta and Heal (1979, pp. 261–262) defend discounting on these grounds—we are uncertain about humanity's long-term survival, so planning too far ahead is imprudent.8 Discounting is an approximate way to account for our uncertainty about survival (Ponthiere, 2003). But it is unnecessary—an analysis of extinction risk should equate the value of averting extinction at any given time with the expected value of humanity's future from that moment forward, which includes the probabilities of extinction in all subsequent periods (Ng, 2005). If we discounted the expected value of humanity's future, we would count future extinction risks twice—once in the discount rate and once in the undiscounted expected value—and underestimate the value of reducing current risks.

In any case, Dasgupta and Heal's argument does not justify traditional discounting at a constant rate, as the probability of human extinction is unlikely to be uniform in time.9 Because of nuclear and biological weapons, the probability of human extinction could be higher today than it was a century ago; and if humanity colonizes other planets, the probability of human extinction could be lower then than it is today.

Even Rees's (2003) pessimistic 50-50 odds on human extinction by 2100 would be equivalent to an annual discount rate under 1% for this century. (If we are 100% certain of a good's existence in 2007 but only 50% certain of a good's existence in 2100, then the expected value of the good decreases by 50% over 94 years, which corresponds to an annual discount rate of 0.75%.) As Ng (1989) has pointed out, a constant annual discount rate of 1% implies that we are more than 99.99% certain of not surviving the next 1,000 years. Such pessimism seems unwarranted.

They Say: “Current Lives Outweigh – Opportunity Costs”

Opportunity costs aren’t a reason to discount future generations.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

A last argument for intergenerational discounting is from opportunity costs: without discounting, we would always invest our money rather than spend it now on important projects (Broome, 1994 ). For instance, if we invest our money now in a stock market with an average 5% real annual return, in a century we will have 130 times more money to spend on extinction countermeasures (assuming we survive the century). This reasoning could be extended indefinitely (as long as we survive). This could be an argument for investing in stocks rather than extinction countermeasures if: the rate of return on capital is exogenous to the rate of social savings, the average rate of return on capital is higher than the rate of technological change in extinction countermeasures, and the marginal cost effectiveness of extinction countermeasures does not decrease at a rate equal to or greater than the return on capital.

First, the assumption of exogeneity can be rejected. Funding extinction countermeasures would require spending large sums; if, instead, we invested those sums in the stock market, they would affect the average market rate of return (Cowen & Parfit, 1992 ). Second, some spending on countermeasures, such as research on biodefense, has its own rate of return, since learning tends to accelerate as a knowledge base expands. This rate could be higher than the average rate of return on capital. Third, if the probability of human extinction significantly decreases after space colonization, there may be a small window of reducible risk: the period of maximum marginal cost effectiveness may be limited to the next few centuries.

Discounting would be a crude way of accounting for opportunity costs, as cost effectiveness is probably not constant. A more precise approach would identify the optimal invest-and-spend path based on estimates of current and future extinction risks, the cost effectiveness of countermeasures, and market returns.

They Say: “Free Market Solves”

Policy interventions are uniquely warranted in the context of existential risk mitigation—multiple reasons.

Jason G. Matheny, Research Associate at the Future of Human Institute at Oxford University, Ph.D. Candidate in Applied Economics at Johns Hopkins University, holds a Master’s in Public Health from the Bloomberg School of Public Health at Johns Hopkins University and an M.B.A. from the Fuqua School of Business at Duke University, 2007 (“Reducing the Risk of Human Extinction,” Risk Analysis, Volume 27, Issue 5, October, Available Online at http://jgmatheny.org/matheny_extinction_risk.htm, Accessed 07-04-2011)

We may be poorly equipped to recognize or plan for extinction risks (Yudkowsky, 2007). We may not be good at grasping the significance of very large numbers (catastrophic outcomes) or very small numbers (probabilities) over large timeframes. We struggle with estimating the probabilities of rare or unprecedented events (Kunreuther et al., 2001). Policymakers may not plan far beyond current political administrations and rarely do risk assessments value the existence of future generations.18 We may unjustifiably discount the value of future lives. Finally, extinction risks are market failures where an individual enjoys no perceptible benefit from his or her investment in risk reduction. Human survival may thus be a good requiring deliberate policies to protect.

Existentail threats are a market failure.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

Reductions in existential risks are global public goods [13] and may therefore be undersupplied by the market [14]. Existential risks are a menace for everybody and may require acting on the international plane. Respect for national sovereignty is not a legitimate excuse for failing to take countermeasures against a major existential risk.

They Say: “Fear of Existential Risk Bad”

Their criticism doesn’t apply to existential risks—the problem is not too much fear but too little.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

We cannot necessarily rely on the institutions, moral norms, social attitudes or national security policies that developed from our experience with managing other sorts of risks. Existential risks are a different kind of beast. We might find it hard to take them as seriously as we should simply because we have never yet witnessed such disasters.[5] Our collective fear-response is likely ill calibrated to the magnitude of threat.

They Say: “Technology Bad”

Only technology can reduce existential risk—benefits outweigh the costs.

Nick Bostrom, Professor in the Faculty of Philosophy & Oxford Martin School, Director of the Future of Humanity Institute, and Director of the Programme on the Impacts of Future Technology at the University of Oxford, recipient of the 2009 Eugene R. Gannon Award for the Continued Pursuit of Human Advancement, holds a Ph.D. in Philosophy from the London School of Economics, 2002 (“Existential Risks: Analyzing Human Extinction Scenarios and Related Hazards,” Journal of Evolution and Technology, Volume 9, Number 1, Available Online at http://www.nickbostrom.com/existential/risks.html, Accessed 07-04-2011)

We should not blame civilization or technology for imposing big existential risks. Because of the way we have defined existential risks, a failure to develop technological civilization would imply that we had fallen victims of an existential disaster (namely a crunch, “technological arrest”). Without technology, our chances of avoiding existential risks would therefore be nil. With technology, we have some chance, although the greatest risks now turn out to be those generated by technology itself.
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