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Critical Theory Bad
Critical theory fails, nobody knows what is real and what is not

Farrands and Worth 05 – Principal Lecturers in International Relations at Nottingham Trent University and the University of Limerick (Christopher and Owen, “Capital & Class,” Conference of Socialist Economics, 1/1/05, http://cnc.sagepub.com.proxy.lib.umich.edu/content/29/1/43.full.pdf, MMarcus)

Gramsci and critical theory Before looking at the way Cox has used and borrowed Gramsci and Gramscian terminology, it is essential to examine the extent to which neo-Gramscian thought actually contributes towards critical methodology. In other words, what about Gramsci’s own relevance to ‘critical’ theory? Gramsci’s work clearly constitutes an important resource for emancipatory thought in International Relations and gpe. His work, however, is not without problems, and has sometimes been too-easily translated into a kind of key to be turned uncritically: the claim to write ‘critically’ is, in itself, no guarantee that anything critical or emancipatory is actually going on in a text. It is worth stressing that Gramsci was writing in an age when orthodox Marxism was dominant. What he says is interesting, and significant to critical theory; but not only had he not read the Frankfurt School, Schumpeter or Polanyi, for the obvious reason that none of this work had yet been written during his lifetime, but he had also not read the young Marx, whose manuscript and draft work was beginning to become available in German in the 1930s, but which did not appear in Italian (or English) until after the Second World War, long after Gramsci’s death. Furthermore, Gramsci retained an optimism about the possibility of a scientific socialism that is little muted by the trajectory of communism in the ussR in the 1920s, when the often fruitful ideas of Luxemburg, Bukharin and Trotsky basked in a range of dismissive epithets from ‘left-infantilism’ to ‘right-reactionary’, without ever gaining serious consideration as a basis for an emancipatory alternative to orthodox Marxism-Leninism. Critical theory, by contrast, develops through a critique of Marxism-Leninism, especially of its account of social action, social being and subjectivity, as well as through a comprehensive ontological and methodological attack on simplistic forms of historical materialism. Critical theory, we would argue, is best understood as a post-war, Western Marxist debate that engages a particular problematic: one that is precisely concerned with how to make sense of the world, and of our consciousness of the world and our being- in-the-world, and of our capacity for subjectivity and agency, set against a background of enormous political forces and structures that appear to render us without voice, agency or critical reflexiveness. These debates, which were taken up— rather inadequately—by Sartre and Lukacs in, respectively, Existentialism and Humanism and History and Class Consciousness, in the late-i940s and 1950s, give little encouragement to the more open sense of human potential that critical theory yields. One issue that they recognise, but leave for later writers to explore satisfactorily, is the question of the relationship between consciousness and subjectivity in a material culture. Gramsci has some insights into this question, but it remains a critical and insufficiently clarified issue in terms of how we deal with post-communist Marxian theory. In short, Gramsci is an important precursor of critical theory in some, albeit quite restricted, ways. This brings us closer to a definition of critical theory in terms of a set of debates and images which are historically specific to the post-war world, however much we might find evidence for the positions it adopts in the young Marx or anywhere else. For it is not in ‘being critical’ alone that critical theory has its identity, nor in the epistemological critique that it embodies. While critical theory attempts to give an account of modernity, it wrestles from the start with the question of how our consciousness can grasp any kind of reality critically, if we are gripped by structural conditions that forestall a radical apprehension of the world around us. Whether in individual form, or in a more collective form (the ‘sociology of knowledge’ question), critical theory has to give an account of its own possibility before—or while— it gives a coherent account of itself. Here, Gramsci’s writing on consciousness and hegemony is important, and far more emancipatory than the tepid step Lukacs made in the same direction. Nonetheless it should be stressed that, as it is, Gramsci’s writing on consciousness is also problematic. It is still highly materialist; it seems to owe more to Plekhanov2 than to the young Marx (whose manuscripts, unknown to Gramsci, were one of the bases of Frankfurt School innovation); and where it strays from materialism, it is shaped by a nationalistic idealism (certainly from Croce), and that is a different kind of diversion. However, the importance of Gramsci’s work appears in the way that he leads, fashions and frames new questions, and with hindsight we can see that these are questions of great importance to the opening up of Western Marxism after the i950s. However, whether Gramsci succeeds in doing much more than finding important new questions to ask is an open question itself. The work of Cox, and the subsequent neo-Gramscian inspired form of critical theory that has become dominant within ‘critical’ studies of IPE, may have fashioned an opening for a critical epistemology but, by assuming the Coxian mantle, many studies have both neglected Gramsci’s own (arguably limited) questions, and have been quick to dismiss the foundations on which critical social enquiry has been built.

Perm solves best, only a combination of critical knowledge and policy action can give the best worldview

Farrands and Worth 05 – Principal Lecturers in International Relations at Nottingham Trent University and the University of Limerick (Christopher and Owen, “Capital & Class,” Conference of Socialist Economics, 1/1/05, http://cnc.sagepub.com.proxy.lib.umich.edu/content/29/1/43.full.pdf, MMarcus)

Critical and practical thought At the heart of the debate over critical thought in ipe is the distinction between practical and critical reasoning. However, in this section we want to argue that this distinction is at once mistaken and harmful. Its consequences are potentially catastrophic - although most scholars who want to be critical and practical at the same time get around the problem by simply ignoring it, and carrying on as they wish. It is here, perhaps, that ipe needs to build upon Gramsci’s insights and engage with the Frankfurt School of critical theory. While, in the more mainstream study of International Relations, the Frankfurt School (or at least its second generation) appears influential, in ipe it is overlooked. Linklater, in particular, examines Habermas and his perceptions of knowledge as a way of untangling bounded communities in International Society (Linklater, 1990). In Knowledge and Human Interests, Habermas argues for a strong distinction between that practical knowledge which tends to serve the interests of established orders, and a more critical knowledge (Habermas, i987), pointing out that this is not a superficial distinction. Critical knowledge is grounded in a reflexiveness that practical knowledge lacks. Some practical knowledge, in Habermas’s account, might be critical or might, at least, not serve the interests of an established order; but if it does so, it is by accident. Critical knowledge uses theory to seek self-understanding, and from selfunderstanding finds a place in which to stand outside existing knowledge practices, in order to critique them (Habermas, i997). This Archimedian ambition reflects an ontological revolution—the assertion that such a position exists, and that it can be mirrored in our consciousness and language use at all—as well as an epistemological challenge. Global political economy needs to be both critical and practical at the same time. Of course, this is to use the distinction between critical and practical knowledge rather differently from the Frankfurt School usage, and reflects a part of the strategy of creating ideal speech situations within which, according to Habermas, emancipatory thought and action can be combined. But Habermas is an unreliable witness, and the formulation raises serious practical and conceptual problems. Indeed, Cox’s own formulation of the critical-practical dilemma is a much more effective, and perhaps more honest, solution for usage in IPE. It is worth underlining its importance. Cox points out that ‘all knowledge is for someone and for something’: there is no such thing as disinterested knowledge, which is to say that all knowledge claims imply an orientation towards the matter studied; ‘objective knowledge’, therefore, is impossible (Cox, 1981). This is a well-recognised principle of much social science. But it is not the same as the claim that knowledge cannot be critical unless it rejects attempts to be practical. And Cox reminds us, although the reminder is rather implicit, that all knowledge claims commit the claimant. This commitment, one might say, is an ethical commitment of a kind; but it is also an ontological, epistemological and practical commitment. While Cox leaves us with a methodological framework with which to analyse knowledge, Habermas at least reminds us of the necessity of reflexivity—a methodological prerequisite that is often missing from critical theory centred on global political economy. Negotiating emancipatory strategies This brings us to the last dimension inherent in critical theory—that of emancipation, and the need to open up emancipatory dialogue both within the discourse of critical thinking on the nature of the global political economy, and within the actual practical problems that need to be engaged in order to precipitate change at the global level. For, as mentioned above, the study of ipe was created as a response to what was happening at the practical level and, as such, it has developed as a discipline in which both theory and practice are necessarily interconnected. As such, ‘critical’ emancipatory strategies need to achieve the same convergence of the critical and the practical referred to above in terms of thought and knowledge. As observed by Linklater, critical theory is rooted within the Kantian tradition of enlightenment and universalism and, as such, ‘judges social arrangements by their capacity to embrace open dialogue’, so that it can ‘envisage new forms of political community’ that overcome exclusion and inequality (Linklater, 1996). Here again, Linklater follows Habermas’s notion of ‘discourse ethics’ as a model for providing emancipatory potential within global society. However, this move is problematic. Habermas’s work moved into an increasingly liberal mode as it evolved during the i990s. His work on liberalism, democracy and constitutionalism is theoretically interesting, but conservative by the standards of critical theory, and perhaps he would no longer claim to be a critical theorist (Habermas, 1990). Some ideas from critical theory remain important, including its idea of the dialogic discoveries of truths, and its resistance to a very fragmented sense of what counts as truth, which can be found in Foucault and in much Foucauldian work (Rainbow, i99i), although Foucault’s own slide towards an increasingly liberal position parallels that of Habermas. If emancipation starts with the creation of the possibility of alternatives, as Foucault proposes, and if this is the essence of critical thought, then this is an important position for a critical GPE. But it is also woolly and inadequate in itself. One reason why emancipatory thought tends to be woolly, we might hazard, is because when it has sought to be specific, it has failed. For instance, one only has to look at the ‘enlightenment projects’ associated with members of the social sciences who borrow from, or are indeed part of, the Frankfurt School, in order to realise this. Thus ‘democra- tisation projects’ or projects concerned with ‘restructuring’ society, to which a whole range of critical theorists and ‘critical realists’ have committed themselves, as forms of emancipation, have fallen into the categories of either being too idealist, or of remaining too much within the liberal status quo. So what is the more useful model here for IPE? It is not Strange, whose theoretical inconsistency is legendary. This is nowhere more sharply revealed than in The Retreat of the State, where she spends much of the book imagining ways in which the state has declined, using the broadly structural approach she had developed in States and Markets and elsewhere, only to overturn the logic of her own argument in a much more liberal conclusion which re-asserts the role of the state (Strange, 1996). Both arguments are plausible; but they cannot sit together, and their methodologies are at war. This is not an acceptable face of eclecticism. Tooze and Murphy suggest a more open eclecticism, and underline a radical purpose for the opening- up of epistemological debate in GPE, away from liberal-realist orthodoxies (Murphy & Tooze, 1991). But the model of critical thinking that seems to make most sense, to maintain consistency, and to offer a way of avoiding some of the traps identified here, remains the methodological approach adopted by Cox. While, as we argue above, Cox’s interpretation of Gramsci and his idea of how to use Gramscian thought contain problems, the importance of neo-Gramscian thinking is not that it solves all of the problems it faces, but that at least it remains true to its own intentions. This is even more noticeable when neo-Gramscians such as Rupert use Cox as a point of departure (rather than as a model) from which to engage in critical enquiry (Rupert, 2000), and in order to open up and apply concepts of hegemony and the potential of the counter-hegemonic to the very real arena of global political economy. Later scholars such as Gills, Birchfield and Chin and Mittelman have extended this potential, in recent studies, by exploring further avenues that allow for a greater influx of theoretical ideas that remain consistent to the study of political economy (Gills, 2000; Chin & Mittelman, 2000; Birchfield, 1999)4.
Economy creates incentive for action, key to all human skills

Farrands and Worth 05 – Principal Lecturers in International Relations at Nottingham Trent University and the University of Limerick (Christopher and Owen, “Capital & Class,” Conference of Socialist Economics, 1/1/05, http://cnc.sagepub.com.proxy.lib.umich.edu/content/29/1/43.full.pdf, MMarcus)

Conclusions This paper has set out to analyse forms of critical theory that have been applied within the study of Global Political Economy, and to emphasise other avenues of influence along which critical study can go. All of which leads to the following question: has knowledge in the study of Global Political Economy moved on, and has it moved ‘forward’? Does a continuous search for critique take us where we want to go? If knowledge is only provisionally so, and if there is no foundational criterion for truth—or even for validity—then there is one possible path, sketched by the Frankfurt School and marked out by Habermas, which enables us to engage with a ‘real world’. We could also take a different path, not discussed here: one that moves away from the principles discussed above, and moves more towards engaging with Foucauldian discourse analysis. From here we could, of course, just stay in the garden and play, as a version of post-modernism might encourage. Or we might, more seriously but not more purposively, conclude that we do not yet know enough, and perhaps cannot ever know enough, to found knowledge claims sufficiently firmly that they might constitute grounds for actions which cannot be imperial, oppressive or ineffective. But we have to admit to an assertion here. It seems to us that Global Political Economy does not allow us the luxury of inaction, even if we run the risk of mistake. gpe is still founded, as it always has been, on the questions that Cox raised: knowledge for somebody and for something in a given context. This imposes a responsibility that we cannot shrug off in play, or in a retreat to inward contemplation. It also returns to what we have argued are fundamental questions in critical theory: the attempt to bring together accounts of symbolic and material forms of power and domination; the impact of the interaction of the aesthetic and the political in ordering the economic imagination; and the problem of giving an account of consciousness, and of the sociology of knowledge. This places emphasis, in turn, on the need for reflexive thinking, and for reflexive imagination in research. And it underscores the need for practical and critical knowledge to be grounded in a common project: the two are not separate, nor are they possible if one is securely grounded and the other is tagged on as an afterthought. But it also calls to mind the provisional nature of any critical knowledge that we might claim: critical knowledge is fragile, and the conventions which encode it are always, and unavoidably, in danger of being taken away or co-opted back to an orthodoxy. We cannot doubt that critical-practical knowledge is possible, which is to say that we cannot allow ourselves to doubt, although the lived experience of writers such as Gramsci might help us to recognise the struggles involved. But the fact that it is—while possible—always difficult, always provisional, always fragile, is vital to understanding the ways in which we might approach it. Much that claims to be ‘critical’ is interesting; some of it is repetitive; but relatively little seems to appreciate the commitments involved in the claim to be critical. If we are to take and hold to the three-pronged virtues of critique, knowledge and emancipation, as the signs of a prerequisite for critical theory, then the building of ‘schools’ developed either to hold to one set construction of historicism (as is the case with the Coxian-inspired neo-Gramscian School), or to promote a certain form of problematic emancipation, needs to be critiqued within the tradition of critical theory. To be properly critical is to engage in a commitment to a certain mode of working, and one in which we cannot expect definite, permanent results. There is no continuous, unfolding telos; but the results that we obtain are significant, not just because they are all we can expect, but because they are sufficient for the grounding of a critical, elaborated radicalism.

Predictions Good – Accurate 
Quantifiable economic predictions are accurate and necessary

Chow 2 – Professor of Political Economics at Cornell, MIT, Columbia University, and Princeton, and Former Manager of Economic Research at the Thomas J. Watson Research Center (Gregory, “On the Predictability of Economic Events”, July 1 of 2002, http://www.princeton.edu/~gchow/AcadSin.pdf)//AW

What Kinds Of Economic Events Are Predictable? Only some and not all economic events are predictable. The predictable events include those that obey some basic laws, as illustrated by the above examples. In addition unique and non-repetitive historical events can also be predicted if the factors affecting the event can be isolated and their influence on the outcome can be analyzed. The first kind of economic events can be predicted by the use of quantitative economic or econometric models. The second kind is predicted by economic as well as non-economic knowledge combined with sound judgment based on such knowledge. Let me state a set of sufficient conditions for quantitative economic predictions to be accurate. The conditions include: (1) there is a random data generating process that will remain valid in the future; (2) the specification of this process by the economist is correct, and (3) the parameters are properly estimated using reasonably accurate data and appropriate econometric method. The assumption that certain economic data are generated by a repetitive random process is a bold one. It implies that future economic events are not significantly affected by unforeseen political or other circumstances but follow the same pattern probabilistically as in the past. Such a bold assumption is required to use econometric models. The second condition is most important. It is extremely difficult to specify correctly a quantitative economic model with constant parameters through time. If one variable is used as a predictor the relation may be stable, but if another is used it will not be. The third condition is also important. Inaccurate data or inappropriate method of estimation can spoil a well-specified model. The above conditions imply that whether an economic event is predictable depends not only on the nature of the event but also on the person predicting it, just as whether a certain illness can be successfully treated depends on the skill of the physician. Economic prediction is an art as much as a science. It is an art to apply the appropriate economic laws. All trained economists have studied the basic textbooks and passed qualifying examinations. However only a few have the sound judgment to select the relevant part of economic theory to make an accurate analysis of the problem at hand. For example, what explains the Asian financial crisis in 1997-99? Was it due to an inherent weakness of the financial system of many Asian counties? In the West, such an alleged weakness is dubbed “phony capitalism.” If this is the case a slow and incomplete recovery should be predicted because future growth would be limited by such fundamental weaknesses in economic institutions that cannot be changed easily. Was the crisis that first started in Thailand in 1997 the result of speculative bubbles similar in nature to those occurring in developed economies? If so, the affected Asian economies could be expected to recover fairly rapidly to their former growth paths in the same way that a developed economy recovers from a bubble, provided that no other important factors came to intervene, such as a downturn of the U. S. economy.

Predictions based off of models are accurate – our predictions are based on similar past events
Chow 2 – Professor of Political Economics at Cornell, MIT, Columbia University, and Princeton, and Former Manager of Economic Research at the Thomas J. Watson Research Center (Gregory, “On the Predictability of Economic Events”, July 1 of 2002, http://www.princeton.edu/~gchow/AcadSin.pdf)//AW

Methods Of Prediction Given the above conditions for accurate predictions, economic events can be predicted by the use of quantitative economic models. We will also consider the forecasting of non-repetitive or unique events. Such events can also be forecasted if the factors affecting the outcome and the manner they affect it are corrected specified by the use of relevant economic and non-economic knowledge combined with sound judgment. We can describe methods of prediction suitable for the two types of problems. A) Formal and quantitative. The use of a formal model is required. One can select a small number of important variables to make the forecast and rely on a few parameters to characterize the interactions of these variables with the variable to be forecast. The value of the parameters could be estimated by econometric methods or determined by judgment

based on prior knowledge of the forecaster. Some economists build large econometric models for forecasting. I do not have such competence; I am unable to specify so many equations correctly since there may be insufficient knowledge concerning some of the equations. The estimation of a large number of parameters may give rise to inaccurate estimates given a limited set of data. Furthermore, misspecification of some equations can affect the estimation accuracy of other equations and the predictive accuracy of the entire model. Hence I will leave to others to discuss how to forecast with models much larger than the one presented in Chow (1967a), while being content to answer the question raised in the title this paper by using the examples with which I am familiar. B) Informal and qualitative. The use of econometric models for prediction assumes that the data are generated by a stochastic process that continues to generate data in the same manner as in the past. Therefore it is applicable only to repetitive economic events. Some economic events are not repetitive. One example is the introduction of economic reform in China in 1978. To forecast such events one cannot rely on an econometric model and statistical data to estimate its parameters, but the analytical framework is similar. The method for forecasting non-repetitive or unique historical events is more general than econometric method. Both require the selection of important variables and the specification of how the variables affect the outcome. Econometrics is a special case when the variables can be conveniently measured numerically and when their effects can be formulated in a set of mathematical equations. For example, the degree of competence of certain political leaders and the quality of the Chinese workers and entrepreneurs affected the success of China’s economic reform in the 1980’s but these variables are difficult to quantify. By assigning numbers somewhat arbitrarily to these attributes may not improve forecast accuracy. The effects of these qualitative attributes or variables need not be embedded in mathematical equations. Specifying a set of mathematical equations may not be as effective as the use of judgment concerning the combined effects of the attributes as we shall demonstrate in an example below on predicting the future of Hong Kong. The computer has not yet surpassed the human brain in processing information for making important business and political predictions. Neither can the use of mathematics.

Models and variables ensure accuracy

Carnot et al 11 – Worked at the IMF where he was involved in macroeconomic forecasting and economic policy advice (Nicolas, “Economic Forecasting and Policy”, Second Edition, Palgrave Macmillan, 2011)//AW

They shouldn't be, if they are good. Good forecasts are informed by models of one sort or another, but they should also involve a degree of judgement, not least in light of the recent performance of the models used, but also taking into account the known limitations of those models. For example, a forecasting model that lacks any financial variables may not perform well in times of financial stress and should be used with more caution than usual under such circumstances.

Predictions Good – Solve Problems
Predictions are necessary to solve practical problems 

Chow 2 – Professor of Political Economics at Cornell, MIT, Columbia University, and Princeton, and Former Manager of Economic Research at the Thomas J. Watson Research Center (Gregory, “On the Predictability of Economic Events”, July 1 of 2002, http://www.princeton.edu/~gchow/AcadSin.pdf)//AW

Usefulness Of Forecasting Economic forecasts are made partly to test whether certain economic theories or models are valid, but also to solve practical problems. Government policy makers, business executives and private individuals can all benefit from accurate economic forecasts. The two examples of forecasting automobile and computer demand benefited decision makers in the General Motors and IBM corporations. The third and fourth examples on forecasting inflation and the demand for durable goods are relevant for economic decision makers in China. Knowing the effects of increasing money supply on the inflation rate can help economic officials decide how rapidly the supply of money should be allowed to increase. If the slow-down in demand for consumer goods in 1998-1999 was due to the accelerations principle, the government should reconsider its ad hoc policies to influence stock prices in order to increase demand.

Predictions Good – Defense of Rational Choice Theory

Rational choice theory is correct – tests prove

Camerer 6 - American behavioral economist and a Robert Kirby Professor of Behavioral Finance and Economics at the California Institute of Technology (Colin, “Neuroeconomics:

Using neuroscience to make economic predictions”, May 2 of 2006, http://www.hss.caltech.edu/~camerer/Hahn06v3.pdf)//AW

In many simple choice domains, evolution has had a long time to sculpt pan-species mechanisms that are crucial for survival (food, sex, and safety). In these domains, evolution has either created neural circuits which approximate Bayesian-rational choice, or learning mechanisms that generate Bayesian-rational choice with sufficient experience in a stationary environment, putting to use highly-developed capacities for sensory evaluation (vision, taste, smell), memory, and social imitation. For example, Glimcher and Platt (1999) find remarkable neurons in monkey lateral intraparietal cortex (LIP) which fire at a rate that is almost perfectly correlated with the expected value of an upcoming juice reward, triggered by a monkey eye movement (saccade) (see also Bayer and Glimcher, 2005). Deaner, Khera, and Platt (2005) find that monkeys can reliably trade off juice rewards with exposure to visual images (including images of females from behind, and faces of high and low status conspecific monkeys). Monkeys can also learn to approximate mixed-strategies in games (Glimcher, Dorris, and Bayer, 2005), probably using generalized reinforcement algorithms (Lee et al., 2004). Neuroscientists are also finding prefrontal neurons that appear to express values of choices (Padoa-Schioppa and Assad, 2006) and potential locations of “neural currency” that creates tradeoffs (Shizgal, 1997). Following a long tradition in “animal economics” (Battalio, Green and Kagel book), Chen, Lakshminarayanan, and Santos (2006) show that capuchin monkeys respond to price changes, obeying the GARP axiom, when exchanging tokens for different food rewards.

Predictions Accurate – Social Science

Economics is scientific and accurate – imperfections are a product of it being a good social science

Schwenkler 9 – Assistant Professor of Philosophy at Mt. Saint Mary’s University (John, “In Defense of Economics”, The American Scene, September 19 of 2009, http://www.theamericanscene.com/2009/02/19/in-defense-of-economics)

I’ve generally been quite sympathetic to Jim’s recent criticisms of the science (or “science”, depending) of economics, but it seems to me that his demand for economic principles to be put through the gauntlet of “rigorous, replicated falsification trials” ends up setting the bar a bit too high. For one thing, unlike in the “hard” sciences, it’s very often unclear what such a process could be in the case of economics: we’re usually dealing with large-scale human societies, after all, so running experiments under sufficiently controlled or randomized conditions isn’t a possibility; and by analogy, we don’t want to end up saying, for example, that the theory of evolution is junk science because its primary objects of study (whole species, huge stretches of time, the very distant past, and so on) aren’t subject to tightly controlled experiment. Yes, the range of possible experiments is limited, but in economics as in any other science we do (or at least: try to do) the best we can with what we’ve got.

Predictions Necessary/Inevitable

Economic predictions are necessary and inevitable

Carnot et al 11 – Worked at the IMF where he was involved in macroeconomic forecasting and economic policy advice (Nicolas, “Economic Forecasting and Policy”, Second Edition, Palgrave Macmillan, 2011)//AW

In the past few years, professional forecasters and those who relay their predictions to the broader public have made the largest forecasting error in their lifetimes. Very few economists foresaw the 2007 financial crisis and the twenty-first century's first Great Recession. Some of the most prominent policy makers have since confessed that they just could not imagine a scenario as dire as the one that occurred. The former chairman of the US Federal Reserve, Alan Greenspan, testifying in Congress in October 2008, explained that the Fed failed to forecast a significant nationwide drop in house prices because such a decline had never been observed. With the benefit of hindsight, this shows that disaster myopia may blind even the most sophisticated forecasters. It is all too easy to forget the painful episodes of the past when times look good. While the Great Recession has humbled the profession, the role of economic forecasts, which had become increasingly important in recent decades, is undiminished. Expected future economic developments continue to be discussed daily, both in specialized forums and more broadly. News about the economic outlook still can send financial markets into jitters at any time. Hence an assessment of economic prospects remains an indispensable ingredient in economic policy making, as well as for private-sector decisions. To cope with uncertainty and anticipate the implications of their behaviour, nearly every agent or collective entity has to rely on some description of how the economy is likely to evolve; that is, on an economic forecast.

Predictions Good – Problem Solving

Forecasts are key to assess risks and ensure problems can be dealt with

Carnot et al 11 – Worked at the IMF where he was involved in macroeconomic forecasting and economic policy advice (Nicolas, “Economic Forecasting and Policy”, Second Edition, Palgrave Macmillan, 2011)//AW

The demand for forecasts stems from a need to form an educated view of the future before making decisions. More precisely, in the economic sphere, it arises from two basic constraints (see Chapter 8): • Lags: economic relationships are complex and the impact of actions initiated today may not materialize for some time. It is therefore necessary to anticipate these effects in some way. Uncertainty: the future is inherently uncertain. Forecasts cannot eliminate the uncertainty but they can help to assess risks, thus enabling agents to deal with them better. Prior to making choices for the future, agents simply need to better understand the environment in which their actions will unfold. That said, the required degree of sophistication and detail of the forecast depends on the circumstances. In some cases, informal or even implicit assessments may suffice, but in others, specific and well-reasoned assumptions are called for, and quantitative methods must be brought to bear. The forecasts then constitute a useful framework, drawing together all the relevant information and spelling out the costs, benefits and risks associated with economic agents' behaviour.

Predictions Good – Agents and Decision-making 
Forecasts are key to let agents make correct decisions

Carnot et al 11 – Worked at the IMF where he was involved in macroeconomic forecasting and economic policy advice (Nicolas, “Economic Forecasting and Policy”, Second Edition, Palgrave Macmillan, 2011)//AW

Forecasts affect agents' behaviour in two, non-mutually-exclusive, ways: • Adaptation: agents will seize an opportunity, or try to protect themselves against the consequences of an adverse event. For example, faced with a forecast decline in demand for its products, a firm will adjust its production schedule and its budget accordingly, not unlike an individual who is informed that rain is on the way and chooses to take along an umbrella or to stay at home. • Retroaction: when agents can influence what is forecast, they might act on it. For example, governments and central banks can take initiatives to alter the course of macroeconomic events. Of course, some adaptation remains in order even then, since the authorities' powers are limited. This leads to the distinction between 'conditional' and 'unconditional' forecasts. Conditional forecasts are based on specific and possibly somewhat unrealistic assumptions regarding economic agents' behaviour. The idea is to explore their implications for the shape of the forecast, often by trying out alternative sets of hypotheses. The results can help agents to decide which course of action is preferable. Unconditional forecasts are closer to what is commonly understood by 'forecasts': they attempt to describe the most likely scenario. Implicitly, they rest on assumptions concerning the most plausible behaviour of all agents, including policy makers.

Predictions Good – Good Enough
Approximate forecasts are good enough

Carnot et al 11 – Worked at the IMF where he was involved in macroeconomic forecasting and economic policy advice (Nicolas, “Economic Forecasting and Policy”, Second Edition, Palgrave Macmillan, 2011)//AW

1.4.1 Aren't forecasters bound to always get it wrong? Sometimes, they are lucky and forecast just right. Most of the time, they are off somewhat, or even by a large margin, especially at longer horizons. However, an approximately correct forecast is more valuable than a random guess. And coming close to the outcome is good enough, keeping in mind the substantial revisions that many (though not all) macroeconomic series undergo after their initial release. In addition, the forecast is often much more than a specific value for a specific variable, in so far as it is part of a scenario, with a rationale.
A2 forecast fails-  experimental economics
Experimental economics has proved assumptions – data is falsifiable 

Cowen, 1 ("How Do Economists Think About Rationality?" Tyler professor in the Department of Economics at George Mason University, November 24, www.gmu.edu/centers/publicchoice/faculty%20pages/Tyler/rationality.pd, Natalie)

Experimental economists test economic propositions in a controlled laboratory setting with real dollar prizes. By using controlled experiments in this regard, experimental economics comes closer to the methods of many of the natural sciences. 15 Experimental economics typically treats all propositions about rationality as up for grabs. The ability to perform controlled experiments relieves experimental economics from the necessity to start with unquestioned assumptions. Virtually every economic assumption about individual behavior has been subject to test in a laboratory setting. Furthermore, virtually all of these assumptions have been falsified.

A2 forecast fails -  indicts inaccurate
There are multiple models of forecasting and the best are implemented –their evidence indicts specific mechanisms

Elliot and Timmerman, 7 ("Economic Forecasting" Graham is a professor of economics at UC San Diego, Allan is a professor of economics at UC San Diego and PhD from the University of Cambridge, February 7, rady.ucsd.edu/faculty/directory/timmermann/docs/jel_sep06_2007.pdf, Natalie) 
Decision makers often have access to more than one forecast. When faced with multiple forecasts, two very diﬀerent strategies are possible: to seek out the best single forecasting model or to attempt to combine forecasts generated across all or a subset of models. The ﬁrst approach requires being able to formally compare the forecasting performance across several models, while the latter requires a method for estimating the weights on the models used in the combination. We cover both issues in this section. One distinction that has not been important so far but becomes crucial in the context of forecast comparisons is the diﬀerence between forecasting models and forecasting methods. The former refer to a class of particular (parametric) speciﬁcations. Forecasting methods are a broader concept and comprise rules used to select a particular forecasting model at a given point in time as well as the approach used to estimate the forecasting model’s parameters−e.g. rolling versus expanding windows.

Studies don’t exclusively use statistics – other factors are applied 

Elliot and Timmerman, 7 ("Economic Forecasting" Graham is a professor of economics at UC San Diego, Allan is a professor of economics at UC San Diego and PhD from the University of Cambridge, February 7, rady.ucsd.edu/faculty/directory/timmermann/docs/jel_sep06_2007.pdf, Natalie) 
The menu of forecasting methodologies available to the applied economist has expanded vastly over the last few decades. No single approach is currently dominant and choice of forecasting method is often dictated by the situation at hand such as the forecast user’s particular needs, data availability and expertise in experimenting with diﬀerent classes of models and estimation methods. Economic forecasts are often only one piece of information used in conjunction with a decision maker’s prior beliefs and other sources of information. Moreover, such forecasts are often used as a way to assign diﬀerent weights on various possible scenarios. Purely statistical approaches based on complicated ‘black box’ approaches have with few exceptions so far failed to generate much attention among economists and are not used to the extent one might otherwise have expected.

A2 rationality-  innovation

Economics is constantly changing – one rationality doesn’t define all studies

Cowen, 1 ("How Do Economists Think About Rationality?" Tyler professor in the Department of Economics at George Mason University, November 24, www.gmu.edu/centers/publicchoice/faculty%20pages/Tyler/rationality.pd, Natalie)

I approach the rationality postulate from a differing perspective. In particular, I stress that there is no single, monolithic economic method or approach to rationality. Labor economists, finance theorists, experimental economists, and macroeconomists, among others, all think of rationality, and use the rationality postulate, in different ways. I explicate modern economic method by searching out and identifying the differences across fields, rather than forcing everything into an account of the underlying unities. Within economics, competing notions of the rationality postulate vie for graduate students, external funding, journal space, Nobel Prizes, public attention, policy influence, and other rewards. A particular approach to the rationality postulate proves useful to the extent that it helps a new field get off the ground, generate useful results, help formulate policy, show intuitive resonance, command attention, and so on. We should think of this competitive process as fundamental to contemporary economics, more fundamental than any single account of rationality that might be provided

Defense of Rationality

Rational choice theory empirically best, stats prove

Vanberg 02 – Professor of Economics at the University of Freiburg (Viktor, “Rational Choice vs. Program-based Behavior: Alternative Theoretical Approaches and their Relevance for the Study of Institutions,” Sage, 2/02/02, http://rss.sagepub.com.proxy.lib.umich.edu/content/14/1/7.full.pdf, MMarcus)

Rational choice theory, or the ‘economic model of man', has been remarkably successful in recent decades in extending its range of application beyond its traditional domain, economics, into other social sciences, including sociology, as witnessed by this journal, Rationality and Society. Yet, at the same time it has long been, and continues to be, a favorite target of criticism from heterodox quarters within economics as well as from other fields. Notwithstanding such enduring criticism, most economists and advocates of rational choice approaches in other fields appear to be unshaken in their belief that, at least for their explanatory purposes, the rational choice model offers the best analytical tool available. Even if they are willing to concede that the model may not account for all varieties of observed human behavior, they remain convinced that its overall analytical power is superior to potential alternative models of man that other behavioral sciences have to offer. Surely, such conviction may often reflect no more than a desire to defend one's acquired intellectual capital, and it is presumably not always informed by a thorough review of the current state of knowledge in other sciences of human behavior. Yet, it is apparent that it is not by continued reminders of the defects of rational choice theory but only by being offered an appealing alternative perspective that its advocates may be moved to consider building their explanatory efforts on a different behavioral foundation than their accustomed model of homo oeconomicus.' 

Alternatives to rational choice theory are non-falsifiable, which is worse

Vanberg 02 – Professor of Economics at the University of Freiburg (Viktor, “Rational Choice vs. Program-based Behavior: Alternative Theoretical Approaches and their Relevance for the Study of Institutions,” Sage, 2/02/02, http://rss.sagepub.com.proxy.lib.umich.edu/content/14/1/7.full.pdf, MMarcus)
The notion that human behavior is "˜subjectively rational' does per se impose no restrictions on what one may assume about the content of an actor's preferences and beliefs, except that they are consistent. By contrast, the notion that human behavior is 'objectively rational' implies that an actor's preferences and beliefs must themselves be `rational' in the sense of allowing him successfully to operate in the world as it is. The virtue of a theory of objective (or perfect) rationality is that it is falsifiable. The problem with it is that it is amply falsified by every mistake that real human beings make in their attempts to cope successfully with the problems they face. An economic theory that is based on such a concept of rationality is not descriptive of the "˜real world', populated by imperfectly rational human beings. To be sure, it may be said to inform us about what would be the case if the world were populated by perfectly rational agents. Yet, whatever useful information it may provide in doing so, as a theory about an imagined world it definitely does not produce empirically testable conjectures about real human action in the world as it is. The problem with the subjectivist counterpart is a matter of testability. Because as observers we do not have any direct access to persons' subjective beliefs, allowing assumptions about such beliefs to play an explanatory role appears to invite arbitrariness. It is not least for this reason that economists have been reluctant consistently to embrace the concept of subjective rationality and have, instead, explicitly or tacitly tended to adopt the objectivist version, thereby bypassing the problems that arise if we acknowledge the possibility of inter-subjective differences in beliefs. Yet, such strategy amounts to ignoring a fact that is hard to deny, simply because one does not know how to deal with it. Since choices are based on preferences over anticipated consequences, and since anticipation is possible only on the basis of theories or mental constructs, all purposeful action is theory-guided, and an actor's theories are necessarily his subjective theories. A theory that aims at explaining behavioral choices can ill afford to abstract from this fact."� As K. J. Arrow ( 1996: xiii) has noted: `Choice is over sets of actions, but preference orderings are over consequences. A choice therefore reflects the actor's beliefs about, or his 'knowledge of the relation between actions and consequences' (ibid.). 

Rational market key to predict future consequences

Vanberg 02 – Professor of Economics at the University of Freiburg (Viktor, “Rational Choice vs. Program-based Behavior: Alternative Theoretical Approaches and their Relevance for the Study of Institutions,” Sage, 2/02/02, http://rss.sagepub.com.proxy.lib.umich.edu/content/14/1/7.full.pdf, MMarcus)
That choices are about selecting among potential alternative courses of action while preferences are about evaluating the expected outcomes of actions should be an elementary and obvious insight, yet it does not seem always to be fully appreciated in economic discourse. In fact, the common distinction between preferences and constraints, and the common notion that economic explanations take differences and changes in constraints as their central explanatory variable in accounting for differences and changes in behavior, while treating preferences as `given', is ambiguous in this regard. As they are typically understood, they hide the role that in any explanation of purposeful action the actor's 'knowledge of the relation between actions and consequences', i.e. his subjective beliefs about the world, must necessarily play. After all, outcomes, as the objects of evaluation, cannot themselves be directly chosen, but only actions that are expected to bring about certain outcomes. The role that not only preferences but also subjective theories play in human choice must even be acknowledged for such trivial choices as the choice among different flavors in an ice cream parlor, a choice that is necessarily based on conjectural expectations about the enjoyment to be derived from different ice-cream varieties, i.e. on expectations that are themselves derived from past experiences with similarly looking or labeled flavors, and that may tum out to be mistaken, causing a modification in the actor's `theories' about ice-cream flavors. Yet, the role that a person's subjective views of the world play in her choices becomes clearly more significant as the tasks of predicting the relevant future consequences of potential alternative actions, and of comparing the desirability of the respective expected consequences, become more demanding, as, for instance, in the case of choices among alternative job offers, or the choice among alternative constitutional regimes under which she wishes to live." If, however, choices are inevitably based on conjectural knowledge of the world, this raises the question of where such knowledge comes from. The theory of perfect rationality has essentially ignored this issue by definitionally ascribing to 'rational actors' the knowledge that they need to behave in ways adapted to their problem environment." By assuming that their rationality endows humans with the capacity in every problem-situation to identify reliably all factually available courses of action, to predict accurately all their relevant (short- and long-term) consequences, and to select consistently the most preferred alternative, such a theory relieves itself of the need to deal with the complications that are introduced once we acknowledge the role of subjective beliefs. A theory of subjective rationality cannot afford to do so.
Economic rationality describes the logical human being’s actions – probabilities prove. 

Kahneman 94 - Senior Scholar; Eugene Higgins Professor of Psychology, Emeritus; and Professor of Psychology and Public Affairs, Emeritus (Daniel, “New Challenges to the Rationality Assumption”, Journal of Institutional and Theoretical Economics, March 1994, Volume 150, Number 1)//PN

The criteria for using the terms "rational" or "irrational" in non-technical discourse are substantive: one asks whether beliefs are grossly out of kilter with available evidence, and whether decisions serve or damage the agent's interests. In sharp contrast, technical discussions of rationality generally adopt a logical conception, in which an individual's beliefs and preferences are said to be rational if they obey a set of formal rules such as complementarity of probabilities, the sure-thing principle or independence of irrelevant alternatives. In the laissez-faire spirit of modern economics and decision theory, the content of beliefs and of preferences is not a criterion of rationality—only internal coherence matters.1 The methodology of the debate reflects this concern for consistency: in the classic paradoxes of Allais and Ellsberg, for example, two intuitively compelling preferences are shown to be jointly incompatible with the axioms of expected utility theory, though each preference is unobjectionable on its own. Irrational preferences are diagnosed without having to observe anything that is not a preference. Some authors have been dissatisfied with the exclusive focus on consistency as a criterion of rationality. Thus, Sen2 has written: "Rationality may be seen as demanding something other than just consistency of choices from different subsets. It must, at least, demand cogent relations between aims and objectives actually entertained by the person and the choices that the person makes. This problem is not eliminated by the terminological procedure of describing the cardinal representation of choices as the 'utility' of the person, since this does not give any independent evidence on what the person is aiming to do or trying to achieve." This article will ask whether there exists a cogent relation between a person's choices and the hedonic consequences of these choices. In spite of occasional attempts to broaden the scope of the rationality debate in decision theory, the patterns of preference discovered by Allais and Ellsberg have been at the center of this debate for several decades. It is often implied that if these paradoxes can be resolved, then economic analysis can safely continue to assume that agents are rational. The focus on paradoxes has indirectly strengthened the rationality dogma: if subde inconsistencies are the worst indictment of human rationality, there is indeed little to worry about. Furthermore, the preferences that Allais and Ellsberg described do not appear foolish or unreasonable, and lay people as well as many dieorists believe they can be defended.3 Indeed, the ambiguous normative status of die Allais and Ellsberg patterns has inspired many attempts to reconcile observed preferences with rationality by adopting a more permissive definition of rational choice.4 

Economic rationality is accurate in terms of expressed and predicted utility. 

Kahneman 94 - Senior Scholar; Eugene Higgins Professor of Psychology, Emeritus; and Professor of Psychology and Public Affairs, Emeritus (Daniel, “New Challenges to the Rationality Assumption”, Journal of Institutional and Theoretical Economics, March 1994, Volume 150, Number 1)//PN

The term "utility" can be anchored either in the hedonic experience of outcomes, or in the preference or desire for that outcome. In Jeremy Bentham's usage, the utility of an object was ultimately defined in hedonic terms, by the pleasure that it produces. Others have interpreted utility as "wanlability."11 Of course, the two definitions have the same extension if people generally want that which they will eventually enjoy—a common assumption in discussions of utility. Economic analysis is more congenial to wants and preferences than to hedonic experiences, and the current meaning of utility in economics and decision research is a positivistic version of wantability: utility is a theoretical construct inferred from observed choices. This definition has been thoroughly cleansed of any association with hedonistic psychology, and of any reference to subjective states. The present analysis starts with two observations. The first is that the methodological strictures against a hedonic notion of utility are a relic of an earlier period in which a behavioristic philosophy of science held sway. Subjective states are now a legitimate topic of study, and hedonic experiences such as pleasure, pain, satisfaction or discomfort are considered open to useful forms of measurement. The second observation is that it may be rash to assume as a general rule that people will later enjoy what they want now. The relation between preferences and hedonic consequences is better studied than postulated. These considerations suggest an explicit distinction between two notions of utility. The experienced utility of an outcome is the measure of the hedonic experience of that outcome. This is similar to Bentham's awkward use; the first footnote of his book was properly apologetic about the poor fit of the word "utility" to pleasure and pain, but he found no better alternative. The decision utility of an outcome, as in modern usage, is the weight assigned to that outcome in a decision. The distinction between experienced utility and decision utility opens new avenues for the study of rationality. In addition to the syntactic criterion of consistency, we can now hope to develop a substantive/hedonic criterion for the rationality of a decision: does it maximize the expectation of experienced utility? Of course, this criterion is not exhaustive, and its adoption implies no commitment to a hedonistic philosophy. As Sen has often pointed out,12 the maximization of (experienced) utility is not always "what people are trying to achieve." It is surely the case, however, that people sometimes do try to maximize pleasure and minimize pain, and it may be instructive to drop the assumption that they perform this optimization task flawlessly. Errors in the assignment of decision utility to anticipated outcomes can arise from inaccurate forecasting of future hedonic experience. Correct prediction of future tastes is therefore one of the requirements of rational decision making.13 Kahneman and Snell1*1 defined the predicted utility of an outcome as the individual's beliefs about its experienced utility at some future time. Two sets of empirical questions arise: (i) How much do people know about their future tastes? Is it likely that an objective observer (or a government) could make more accurate predictions than individuals would make on their own behalf? (ii) Do people adequately consider the uncertainty of their future tastes in making decisions? Are decision utilities adequately informed by reasoned beliefs about experienced utility? Additional issues arise because of possible disparities between memory and actual hedonic experience. Outcomes are commonly extended over time, and global evaluations of such outcomes are necessarily retrospective—and therefore subject to errors. Examples of substantial discrepancies between retrospective utility and real-time utility are discussed below. The restoration of Bentham's notion of utility as an object of study evidently sets a large agenda for theoretical and empirical investigation. The following sections summarize highlights of what has been learned in early explorations of this agenda. Decision utility, predicted utility, and the relations between real-time and retrospective utility are discussed in turn. The final section reviews possible implications of the findings for the rationality debate. 

Neg

Predictions False - Qualifications

Economic predictions are false – qualifications don’t warrant true predictions

Sigelman 8 – Columbian College Distinguished Professor of Political Science and former Department chair at George Washington University for Political Science, winner of the American Political Science Association’s Frank J. Goodnow Distinguished Service Award and the National Capital Area Political Science Association’s Walter Beach Pi Sigma Alpha Award (Lee, “Political and Economic Forecasting: Accuracy doesn’t Matter”, The Monkey Cage, 12/29/08, available online @ http://themonkeycage.org/blog/2008/12/29/post_150/)//MM
I learnt during the new economy bubble that people preferred to be told they were right than to be told what would happen. … [P]eople who had not wished to be told they were talking nonsense before the bubble burst did not wish to be told they had been talking nonsense after the bubble burst either. Indeed they did not recall that they had been talking nonsense. Either they had known that it was a bubble all the time or they had been victims of events that could not have been predicted. Frequently the same individual would make both claims. And the same people would make the same false assertions when the credit bubble burst. That’s John Kay, writing about punditry and its seeming imperviousness to such small matters as being consistently wrong about what’s likely to happen. What wins acclaim, Kay contends, is one’s television manner, not the accuracy of one’s forecasts. If you look good and sound authoritative, that’s really what matters. And Kay appropriately cites the work of Philip Tetlock, who has found, to oversimplify a bit, that the better known the pundit, the less accurate his or her forecasts. Several years ago, Jarol Manheim, Susannah Pierce, and I kept tabs on the predictions that self-styled Washington insiders offered on the popular Sunday morning shout show, “The McLaughlin Group” (pictured above). What we found bears out Kay’s point. Most of the pundits’ predictions were either too unclear to be subjected to a truth test or turned out to be simply incorrect—none of which deterred these “inside dopes” from confidently and loudly offering a new batch of predictions week in and week out. In weather forecasting, we realize that achieving accuracy in the short run is impossible, so the local wather show typically has more to do with the personality of the weather(wo)man than with providing a clear and accurate forecast of whether it’s going to rain tomorrow. The same thing holds for political and economic prognostication, though we prefer to pretend otherwise.

Predictions False – No Consensus

Economic predictions inaccurate – no consensus

Cushman 11 - graduated cum laude from Presbyterian College in Clinton, S.C. She received her MBA from Georgia State University in Atlanta and holds the Chartered Financial Analyst designation. Her ork has been cited on the Today show and in New York Magazine, USA Today, and The Washington Times. She has appeared on ABC’s Good Morning America CNN’s Campbell Brown, The 700 Club, Fox News Channel’s Fox and Friends, The O’Reilly Factor, The Sean Hannity Show, The Strategy Room, On the Record With Greta van Susteren, Geraldo at Large, The Huckabee Show and Squeeze Play on Canada’s Business News Network (Jackie, “Accurate Economic Forecasting Eludes Experts”, News Max, 4/22/11, Available online @ http://www.newsmax.com/JackieGingrich/Economics-GreatRecession-microeconomics-GrossDomesticProduct/2011/04/22/id/393765)//MM 

Economics is much simpler than many highly paid pundits would like you to believe. At the same time, it's also much more complex than it might appear initially. For instance, why are there so many economic pundits when all they do is make predictions that often prove wrong (see nearly any of the reporting that preceded the Great Recession)? Are they really adding value? Not all forecasts are a waste of time. Forecasting and tracking of weather have improved dramatically since the 1970s. Radar, storm tracking, pressure readings, shared resources and, more recently, observers on the ground who provide their own video of weather as it occurs have all gotten more sophisticated — and more reliable — in recent years. But economic forecasting seems far behind this technological wave. While there might be more data, more computing power, and more tracking, there is little consensus on what data to follow or what actions might help create a more pleasing economic climate. Of course, forecasting weather, which people have no choice but to endure, is vastly different from tracking economic activity, which people would like to control. On the microeconomic level, which deals with individual people and firms, it may seem easy: People spend the money they earn. Companies invest capital in land, buildings, equipment and people to produce products and services. When these newly created products and services are sold, the companies can then pay their employees and repay the bank or investors and, with any luck, retain profit as a reward for having taken the risk. Those companies that make a profit by providing a good or service worth more than what it cost to create it tend to grow. Companies that cannot create a profit go out of business over time. This fundamental framework becomes more complicated as financial structures are layered over the foundation. Houses can be bought with mortgages; second mortgages can be taken out for renovations, cars, or even credit cards. Cars can be bought with cash or a loan or simply leased. Furniture can be taken home with no down payment and no payment for month or years. Credit cards can be used for cash advances. This overlying framework, designed to provide ease and to allow many more people to participate in home ownership, the luxury car market, or the you-name-it market, only works if the people who participate meet their obligations. In other words, if they pay off in the future what they have agreed to today. One person's inability to repay leads to his or her personal bankruptcy. What does this mean from a macroeconomic perspective when lots of individuals go down this same path? Macroeconomics involves the relationships of large groups and outcome at the aggregate level. What happens to all consumers, all companies and all workers? Measurements of macroeconomic activity include Gross Domestic Product, aggregate unemployment and the inflation rate. Failure to repay by millions of individuals leads to a financial crisis. In our human effort to control our destiny, we are not satisfied to simply watch and predict the future macroeconomic environment. We try to control the outcome. In the aggregate, what is the economy doing and what can be done to make the economy better for everyone combined (even though, individually, some might be better off and others might be worse off)? There are fundamentally different views on how to make this happen. Should there be a focus on stimulating the economy through lower taxes, less regulation, and more exports? Or should there be an increase in government spending to ensure that demand does not fall? In the most simplistic view, the first approach encourages more activity, which leads to more goods and services being created. This results in a bigger pie for all to enjoy. The second approach focuses on making sure there is enough money still being circulated to buy the goods and services currently being produced. This results in changing the size of the slices of the same-size pie. So, while pundits and politicians might confuse us with complex words and theories, we have to meld these with reality. With more than 20 million people unemployed or underemployed, we would be much better off if more people were working, either hired by others or inspired to go out on their own to create their own jobs, possibly employing others along the way. For this to happen, regulation would have to be cut, making it easier for startups to operate, encouraging those on the margin to take a chance. In the end, we have to decide whether it makes more sense to argue about the size of the slice or try to make the whole pie larger.

Predictions False – Too Many Variables

Economic forecasts fail, empirics prove – too many variables

Nelson 10 – Charlie Nelson is a professor of Economics at the University of Washington. Article based on Ezra Solomon and John Galbraith’s studies. Solomon was an influential US economist and Professor of economics at Stanford University, a member of the Council of Economic Advisors during the Nixon administration and contributed significantly to the change in US Money policy resulting in the end of the gold standard. The report itself is also based on a statistical analysis of several major economic professors as cited in the article (Charlie, “The Dismal Track Record of Economic Forecasts”, Available online @ http://www.prophetsprofit.com.au/dismal.htm)//MM
The world economy is in crisis. Twenty million people are unemployed in Western Europe and the figure is rising. America faces two severe deficits – the federal budget and the balance of trade… In this grim context, the opinions of economic gurus increasingly dominate business, politics and international affairs. Yet orthodox economics seems powerless to help. Economic forecasters notoriously failed to predict the Japanese recession, the depth of the collapse in the German economy … If this quote sounds like it was from 2009, it just shows how little changes in the accuracy of economic forecasting. In fact, it is from the introduction to the 1994 book “The death of economics” by Paul Ormerod (published by Faber & Faber Limited). Not for the first time, the 2008/09 Global Financial Crisis (GFC) exposed the profession of economic forecasting as being as reliable as astrologers. Chart 1 shows the sequence of average forecasts for 2009 from their panel of economists (they are polled each month). As late as September 2008, there were no signs that economists expected anything other than a mild slowdown in the advanced economies. But two months later, they were predicting recessions: and they became ever more pessimistic until mid-2009. Chart 1 In the case of Australia, the economists were too far too pessimistic in early 2009, completely underestimating the impact of fiscal stimuli and the resilience of Australia’s economy. William A. Sherden, in his book “The Fortune Sellers” (published by John Wiley & Sons in 1998) analyses the forecasting skills of several professions, including weather forecasters, futurists, and economists. In the case of economists, he reviewed the leading research on forecasting accuracy contained in twelve studies published during the period 1979 to 1995 and covering forecasts made during the 1970 to 1995 period. His conclusions were: Economists cannot predict turning points in the economy; Economic forecast accuracy drops with lead time; Economists’ forecasting skill on average is about as good as guessing; There are no economic forecasters who consistently lead the pack in forecasting accuracy; There are no economic ideologies whose adherents produce consistently superior economic forecasts; Increased computer model sophistication provides no improvement in economic forecast accuracy; Consensus forecasts (more correctly averages of forecasts) offer little improvement; There is no evidence that economic forecasting skill has improved over the past three decades. These conclusions, if correct – and there is no recent evidence to the contrary - are damming and suggest that businesses and governments should not rely on economic forecasts. The implications for business and government decision makers are: There is a need to invest in getting better forecasting models and indicators; It is important to be nimble and flexible, developing and rehearsing plans for a range of economic scenarios; We should develop a new framework for government policy evaluation, placing less emphasis on economic evaluations and more on vision and values. Of course, economic forecasting is not easy. One has to have a model which quantifies the impacts of factors which drive economic growth and these include interest rates, exchange rates, the price of oil, and population and labour force growth. Then one has to forecast these driving factors, no easy matter. Sometimes accurate forecasts of driving forces are made. At other times these forecasts are inaccurate but in compensating directions so the economic forecast is accurate. And sometimes the forecasts of the driving forces are wrong in directions that reinforce each other's erroneous impacts, leading to wildly inaccurate economic forecasts. All too often economic forecasts are published without the key forecasts or assumptions about the driving factors.

Economic predictions not possible – no perfect model

Davidson 12 – The New York Times (Adam, “It is safe to resume ignoring the prophets of doom…right?” NYT, 1/1/12, Available online @ http://www.nytimes.com/2012/02/05/magazine/economic-doomsday-predictions.html?_r=1)//MM 

I remember the first time I interviewed a relatively unknown economist named Nouriel Roubini. It was 2005, and as we sat in his New York University office, he laid out his scary vision of the future. Roubini is a specialist in the flow of money around the world and the crises that (sometimes) result. But on that day he wanted to talk about the U.S. housing market. Homeowners, he said, had become too used to financing their lifestyles with money siphoned from overvalued homes. This housing bubble would pop, he warned, and send the world into a vicious recession, possibly even a depression. I remember leaving his office both stunned and confused. Only after calling a few leading economists was I reassured that this Roubini guy was expressing a fringe view that merited little attention. Like a lot of reporters that year, I turned around a tongue-in-cheek story about Dr. Doom and his scary (but probably best ignored) world view. Oops! A few years later, I interviewed Richard Wolff, who is probably America’s most prominent Marxist economist (though it’s not a hugely competitive field). Wolff also walked me through his view of the next few years. He explained that the puncturing of the housing bubble, then apparent, would lead to a crisis much deeper than anyone understood: it would fracture American confidence in capitalism; the economy would stay stalled for a long time; and there would be global chaos. This time, I didn’t even bother calling other economists to check out Wolff’s story. The guy was a Marxist! Days later, Lehman Brothers collapsed. Once the crisis hit, it became popular to scour the past for apocalyptic predictions that had come true. While many gloomy forecasts came from the left — notably Paul Krugman and Dean Baker — there was one particularly prescient voice from the right. As early as 2004, Peter Schiff, a libertarian investor, was arguing that the housing-fueled economic boom was a bubble waiting to burst. But these successful prognosticators, among others, didn’t just take a bow in 2008. Many predicted that the U.S. economy would worsen or, at best, stall. Perhaps grasping for hope, many smart people, including, apparently, President Obama, spent 2009 thinking those doomsday callers had just been lucky. Maybe they were right about the crisis, but they were surely far too pessimistic about the recovery. Oops again! For nearly a decade, it turns out, the most accurate forecasts have come from the fringe. So it’s upsetting to learn that many of those same Cassandras now believe, for different reasons, that we are on the brink of another catastrophe that may be far worse. Wolff, the Marxist, fears that China may be entering a significant slowdown, which, combined with Europe’s all-but-inevitable recession, could send the world into an economic tailspin. Roubini, now one of the world’s most visible economic thinkers, has a similar view, though he sees the timing differently, with the worst coming in 2013 or 2014, when China will face a situation like the one the United States experienced in 2008. Its banks, he says, will reveal huge investments in nonsensical bubble projects. The world will question China’s solvency, and the subsequent chaos will destroy whatever fragile recovery is under way. Schiff also paints a dire picture, but for essentially the opposite reason, saying America’s indebtedness and currency policy will cause another crash. It’s much less lonely being a doomsayer these days. Steve Hanke, an economist at Johns Hopkins, says there’s a 50 percent chance of a recession this year. Lakshman Achuthan, of the eerily accurate Economic Cycle Research Institute, predicts a return of double-digit unemployment. They are downright rosy compared to George Soros, who has warned of violent riots throughout the world and a possible total global financial collapse. I really hope these guys are wrong. After all, they’re not infallible. In 2005, Roubini’s dark view was fairly vague — something bad was going to happen (either quickly and painfully, or slowly and not so bad) between then and 2025. And one specific aspect of his forecast — that U.S. Treasury-bond interest rates would skyrocket and set off a panic — never actually happened. Schiff and Wolff can’t both be right, because their core views pretty much cancel each other out. And anyway, they’ve all been predicting turmoil for ages. The economy is so complex that any forecaster must construct a simplified model that is an inexact fit for reality. Some models explain some periods better than others, but no model explains everything correctly. Choosing just one can be like choosing a religion — you ignore the faults in your own belief system and don’t pay much attention to the good ideas in someone else’s. The problem is that there’s no perfect model. It’s clear now that even the mainstream view can be shockingly incompetent. The widely held consensus just before the crisis went something like this: the Fed, through the visionary leadership of Alan Greenspan, had figured out how to get permanent, healthy economic growth without fear of inflation. Globalized trade and finance had spread risk widely. Forget forecasts; we couldn’t even nail the present. The mainstream view now reflects more gloom. The Blue Chip forecast — the average of 50 top economic prognosticators — predicts that the United States and world economies will inevitably recover. But the growth won’t necessarily feel like growth — it will be slow, and millions will stay unemployed for many years. The big difference is that in 2006, most were blind to the impending disaster. Now it’s all we can see. The most fringe forecaster today might be the relatively unknown economist Ed Yardeni, who says that corporation are about to start spending again and that the economy will start growing at a healthy clip. Let’s hope that the fringe is right.

Predictions False - Studies
Predictions are never truly accurate, oftentimes it’s luck – studies prove

Shermer 11 – Graduate of Pepperdine University and California State University (Michael, “Financial Flimflam: Why Economic Experts’ Predictions Fail”, Scientific American, 2/22/11, Available online @ http://www.scientificamerican.com/article.cfm?id=financial-flimflam)//MM
Image: Illustration by Juliette Borda In December 2010 I appeared on John Stossel’s television special on skepticism on Fox Business News, during which I debunked numerous pseudoscientific beliefs. Stossel added his own skepticism of possible financial pseudoscience in the form of active investment fund managers who claim that they can consistently beat the market. In a dramatic visual demonstration, Stossel threw 30 darts into a page of stocks and compared their performance since January 1, 2010, with stock picks of the 10 largest managed funds. Results: Dartboard, a 31 percent increase; managed funds, a 9.5 percent increase. Admitting that he got lucky because of his limited sample size, Stossel explained that had he thrown enough darts to fully represent the market he would have generated a 12 percent increase—the market average—a full 2.5 percentage points higher than the 10 largest managed funds average increase. As Princeton University economist Burton G. Malkiel elaborated on the show, over the past decade “more than two thirds of actively managed funds were beaten by a simple low-cost indexed fund [for example, a mutual fund invested in a large number of stocks], and the active funds that win in one period aren’t the same ones who win in the next period.” Stossel cited a study in the journal Economics and Portfolio Strategy that tracked 452 managed funds from 1990 to 2009, finding that only 13 beat the market average. Equating managed fund directors to “snake-oil salesmen,” Malkiel said that Wall Street is selling Main Street on the belief that experts can consistently time the market and make accurate predictions of when to buy and sell. They can’t. No one can. Not even professional economists and not even for large-scale market indicators. As economics Nobel laureate Paul Samuelson long ago noted in a 1966 Newsweek column: “Commentators quote economic studies alleging that market downturns predicted four out of the last five recessions. That is an understatement. Wall Street indexes predicted nine out of the last five recessions!” Even in a given tech area, where you might expect a greater level of specific expertise, economic forecasters fumble. On December 22, 2010, for example, the Wall Street Journal ran a piece on how the great hedge fund financier T. Boone Pickens (chair of BP Capital Management) just abandoned his “Pickens Plan” of investing in wind energy. Pickens invested $2 billion based on his prediction that the price of natural gas would stay high. It didn’t, plummeting as the drilling industry’s ability to unlock methane from shale beds improved, a turn of events even an expert such as Pickens failed to see. Why are experts (along with us nonexperts) so bad at making predictions? The world is a messy, complex and contingent place with countless intervening variables and confounding factors, which our brains are not equipped to evaluate. We evolved the capacity to make snap decisions based on short-term predictions, not rational analysis about long-term investments, and so we deceive ourselves into thinking that experts can foresee the future. This self-deception among professional prognosticators was investigated by University of California, Berkeley, professor Philip E. Tetlock, as reported in his 2005 book Expert Political Judgment. After testing 284 experts in political science, economics, history and journalism in a staggering 82,361 predictions about the future, Tetlock concluded that they did little better than “a dart-throwing chimpanzee.” There was one significant factor in greater prediction success, however, and that was cognitive style: “foxes” who know a little about many things do better than “hedgehogs” who know a lot about one area of expertise. Low scorers, Tetlock wrote, were “thinkers who ‘know one big thing,’ aggressively extend the explanatory reach of that one big thing into new domains, display bristly impatience with those who ‘do not get it,’ and express considerable confidence that they are already pretty proficient forecasters.” High scorers in the study were “thinkers who know many small things (tricks of their trade), are skeptical of grand schemes, see explanation and prediction not as deductive exercises but rather as exercises in flexible ‘ad hocery’ that require stitching together diverse sources of information, and are rather diffident about their own forecasting prowess.” Being deeply knowledgeable on one subject narrows focus and increases confidence but also blurs the value of dissenting views and transforms data collection into belief confirmation. One way to avoid being wrong is to be skeptical whenever you catch yourself making predictions based on reducing complex phenomena into one overarching scheme. This type of cognitive trap is why I don’t make predictions and why I never will.

Predictions False – Human Free Will
Predictions are inaccurate – human ‘free will’

Bylund 9 - Adjunct Professor of Entrepreneurship, 2012-2013, Robert J. Trulaske, Sr. College of Business, University of Missouri. Postdoctoral research fellow in economics and entrepreneurship, 2012-2013, Ludwig von Mises Institute. Research Fellow, McQuinn Center for Entrepreneurial Leadership, University of Missouri, Ph.D., Department of Agricultural and Applied Economics; University of Missouri, June 27, 2012. Title: Specialization and the Firm. Committee: Peter G. Klein (chair), Allen C. Bluedorn, Michael L. Cook, Michael E. Sykuta, Randall E. Westgren. Master’s Degree, Political Science. Lund University, Sweden, June 2005. Title: Man and Matter: A Philosophical Inquiry into the Justification of Ownership in Land from the Basis of Self-Ownership. (Accepted for publication in Libertarian Papers.) Committee chair: Mats Sjölin. Master’s Degree, Informatics. Jönköping International Business School, Sweden, June 1999. Title: Micro Payments on the Internet: Criteria for Micro Payment Systems. Committee chair: Carita Åbom. B.Sc., Business Administration. Jönköping International Business School, March 1998. Major in corporate finance, accounting (Per, “Why Economists’ Predictions Are Always Wrong”, PLB Blog, 5/5/09, Available Online @ http://perbylund.com/2009/05/why-economists-predictions-are-always-wrong/)//MM
The general conclusion at the moment seems to be that there is a need for a new set of theories of the market and economics – “crisis economics.” The reason for this need is the fact that “no one” predicted the current downturn and crisis, and that the predictions made turned out as wrong as they could possibly be. In fact, many economists predicted increased growth and continued prosperity while the true future held an economy in freefall with a number of imploding industries and sectors. In an opinion piece in the National Post the obvious question is asked: Why Do We Have Economists? The question had to be asked, especially since there has been no real “blame game,” no real and public debate on why all predictions turned out wrong, and no consequences for the economics profession. After all, economists often stress the fact that action is taken under rational assumptions of consequences and that all actions have consequences of some form. The army predicting economists is obviously an exception to that rule. As some sociology professors frequently joking: say what you will about economists, but you will always get a straight and precise answer – and you always know that it is wrong. So the question asked by the editor of the National Post should be well taken; it is an important one. Why do we have economists? But there is a question that is more important, especially for the professional economists who make all these “always wrong” predictions, and that is what makes the predictions always turn out wrong? The answer to this question lies in the error of Milton Friedman in his now famous (should-be infamous) article “The Methodology of Positive Economics” and the people who followed him (and still do). Economics prides itself of being a deductive science, i.e. that new knowledge is deduced directly and logically from true premises or assumptions. Friedman argued that it doesn’t matter if the assumptions are wrong as long as one can extract general rules from which one can make predictions that are somewhat reliable and come close to the truth. What he spelled out was a theory of economics aiming to be a natural science, where exactness is both important and possible. In economics, however, we should learn that exactness is neither important nor possible. In order to provide a positive, rigorous science that can produce exact predictions, one has to throw out all understanding (in the Weberian verstehen-sense) and rely solely on cold data. One cannot make predictions unless that which is studied is perfectly observable and with clear boundaries. But what if we apply this line of thinking on human action, which is the core of what is studied in economics. Are the causes, nature, and consequences of human action perfectly observable and have clear boundaries? How do we measure the causes of an individual’s actions? His choice of action? The action itself? Its consequences? The latter comes closer than the former, but it is still not even close to having the properties of the objects studied in the natural sciences. Mixing x grams of A with y grams of B may always create the substance C, and exposing D to E or F may always show exactly z – but doing m to one individual does not necessarily create the same effect as doing m to another. People are not simply responding perfectly and blindly to exogenous influences, there is a whole lot of other things going on that are at least as important as certain influences. Some call it “free will,” but you don’t have to go as far into metaphysical or religious pondering to realize that people are neither rocks nor [simpler] animals. The problem of economic prediction is just that underlying assumption that we can “easily” predict the outcome of numerous people through meddling with some of the variables that affect people’s choices. It is simply not the case that different individuals choose to act the same way when exposed to (or influenced by) the same stimuli. Our bodies may – may – react in the same way, but our minds do not. To this some might retort: thanks to the law of large numbers we can generalize our conclusions despite individuals not being alike. When the law of large numbers is applicable, we can simply assume that if we just have a sample large enough all potentially skewed or unrepresentative data will even out and we will find The Truth about human beings. But this does not change the problem at hand – we are still generalizing in the same way, but only with more data and more individuals. Even if we accept the law of large numbers as a sufficient reason to use statistics to understand people, we will have to face the problem with their not being the same. That people, being boundedly rational, would always choose more over less (which necessarily follows from the definition of choice) does not mean they will choose a particular outcome over another in every situation. Each individual will make a subjective assessment of his preferences and rank them, then make a choice based on what he knows of his ranked preferences (this is the decision process, whether it is carried out consciously and reflectingly or not). But the ranking may change depending on circumstances as well as what the individual has learned. Making perfect predictions the way Friedman proposed means we must take the quality of being human out of every individual, or at least “even it out” in order to calculate precise predictions. What do we learn by knowing that people without personalities and without “inner depth” (some call it soul) would necessarily act according to our the predictions? Probably not much. Furthermore, the predictions are based on extrapolating well beyond what is reasonable. Establishing one person’ s assessment of everyday risk and the costs he accepts to take care to avoid this risk, and translating it into dollar amounts, does not necessarily give us monotonous knowledge of this individuals preferred choices. It does not follow that he would accept a high risk to lose his life if he was paid some muliple of the cost he was willing to take on for smaller risks. Predictions simply do not cut it. So why do we have economists? The answer to this question is that we do not need most economists, but we do, at the same time, need economists more than ever. The reason for this is that the economists working on predicting the exact outcome of hundreds or thousands (or millions or billions) of individuals’ simultaneous choices are worthless, their methodology is fundamentally flawed and they are nothing but frauds. And they should be treated accordingly. While we think of what to do with the predicting economists we need to find the real economists, the people who understand the market and can tell us how it functions and what is required for it to function well. Very few economists understand what the market is about and how the emergent order arises, subsists, and what it effectuates. These economists were able to say a long time ago that we were heading towards a meltdown, and they did. They even published these warnings, but nobody listened or wanted to hear about it. “Nobody” here denotes the prediconomists and the political elite that [usually] hire them. Economists need to do what businesses did a long time ago: go back to basics. There is no need for armies of economists trying to predict the exact results of public policy, of interest rate changes, or monetary policy, etc. The use of prediconomists is not to learn about the future or politics, but as “useful idiots” disguising blind, naive, and ignorant attempts to regulate people’s choices through granting the commandeering of society an air of scientificity. And they serve well as scapegoats when their predictions turn out to be wrong and the people in charge can hide behind their “good intentions.” What there is a need for is real economists who do not engage in futile attempts to “scientifically” make exact predictions of people’s future choices. We need people to tell us how the market works so that we can reap the full fruits of our hard work and profit from the risks we take.

forecast fails – bias

Analysts have a tendency to be biased, clouds data

Elliot and Timmerman, 7 ("Economic Forecasting" Graham is a professor of economics at UC San Diego, Allan is a professor of economics at UC San Diego and PhD from the University of Cambridge, February 7, rady.ucsd.edu/faculty/directory/timmermann/docs/jel_sep06_2007.pdf, Natalie) 
An interesting example comes from ﬁnancial analysts’ earnings forecasts which are commonly found to be upward biased (e.g., Hong and Kubik (2003) and Lim (2001)). By reporting a rosier (i.e. upwards biased) picture of a ﬁrm’s earnings prospects, analysts may get favored by the ﬁrm’s management and get access to more precise and timely information. Too strong a bias will compromise the precision of the analysts’ forecast and will be detrimental to the position of the analysts in the regular rankings that are important to their career prospects, particularly for “buyside” analysts. Ultimately, forecasts must trade oﬀ bias against precision. In general we would not expect the cost of over- and under-predicting earnings to be identical and so biases are likely to persist.

forecast fails – computer models

Computer models are underdeveloped and flawed 

Cowen, 1 ("How Do Economists Think About Rationality?" Tyler professor in the Department of Economics at George Mason University, November 24, www.gmu.edu/centers/publicchoice/faculty%20pages/Tyler/rationality.pd, Natalie)

Most work in computational economics is new, highly mathematical, still resists easy summary, and is relatively inaccessible to non-experts (which includes this author). Nonetheless it is easy to see how the emphasis on computability puts rationality assumptions back on center stage, and further breaks down the idea of a monolithic approach to rationality. The choice of computational algorithm is not given a priori, but is continually up for grabs. Furthermore the choice of algorithm will go a long way to determining the results of the model. Given that the algorithm suddenly is rationality, computational economics forces economists to debate which assumptions about procedural rationality are reasonable or useful ones. The mainstream criticism of computational models, of course, falls right out of these issues. Critics believe that computational models can generate just about "any" result, depending on the assumptions about what is computable. This would move economics away from being a unified science. Furthermore it is not clear how we should evaluate the reasonableness of one set of assumptions about computability as opposed to another set. We might consider whether the assumptions yield plausible results, but if we already know what a plausible result consists of, it is not clear why we need computational theories of rationality. To make matters even more difficult, human beings appear to have vastly different computational abilities in different activities and different spheres of life. To give a simple example, most individuals have relatively good abilities to remember faces, voices, and to sort through various aspects of interpersonal relationships. It has proven very hard to get computers to do these same tasks. In more abstract, less personal contexts, individuals do not have nearly the same abilities. Hardly anyone can perform complex long division in his or her head. This point implies that computational theories of rationality will probably fail to settle on a single, simple account of how computational rationality proceeds. Currently computational theories of rationality are an open box. It is not clear how they will develop. Nonetheless they illustrate the high and growing diversity of the rationality concept within economics.

Breaks skew data – misinterprets changes

Hendry, 11 ("Unpredictability and the Foundations of Economic Forecasting", David is a professor in the Department of Economics at Oxford University, July 11, economics.ouls.ox.ac.uk/11919/1/ForcBasis.pdf, Natalie)
A problem for the forecaster hidden in the above formulation is determining that there has been a break. First, data at or near the forecast origin are always less well measured than more mature vintages, and some may be missing. Thus, a recent forecast error may reﬂect just a data mistake, and treating it as a location shift in the economy could induce systematic forecast errors in later periods. Secondly, a model which is mis-speciﬁed for the underlying process, such as a linear autoregression ﬁtted to a regime-switching DGP, may suggest breaks have occurred when they have not. Then, ‘solutions’ such as additional differencing or intercept corrections (ICs) need not be appropriate. Thirdly, even when a break has occurred in some part of a model, its effects elsewhere depend on how well both the relevant equations and their links are speciﬁed: UK M1 below provides an example where only the13 opportunity cost is mis-forecast in one version of the model, but real money is in another. Fourthly, sudden changes to data (e.g., in observed money growth rates) need not entail a break in the associated equation of the model: UK M1 again highlights this. Thus, without knowing how well speciﬁed a model is under recently changed conditions, data movements alone are insufﬁcient to guide the detection of breaks. Unfortunately, therefore, only recent forecast errors are useful for diagnosing change relative to a model, highlighting the importance of distinguishing additive from innovation errors

forecast fails – general 

Inaccurate economic forecasting underlies almost all decision making 

Elliot and Timmerman, 7 ("Economic Forecasting" Graham is a professor of economics at UC San Diego, Allan is a professor of economics at UC San Diego and PhD from the University of Cambridge, February 7, rady.ucsd.edu/faculty/directory/timmermann/docs/jel_sep06_2007.pdf, Natalie) 
Forecasting problems are ubiquitous in all areas of economics and ﬁnance where agents’ decisions depend on the uncertain future value of one or more variables of interest. When a household decides how much labor to supply or how much to save for a rainy day, this presumes an ability to forecast a stream of future wages and returns on savings. Similarly, ﬁrms’ choice of when to invest, how much to invest and how to ﬁnance it (the capital structure decision) depends on their forecasts of future cash ﬂows from potential investments, future stock prices and interest rates. Indeed, all present value calculations, and hence the vast majority of questions in asset pricing, have embedded in them forecasts of future cash ﬂows generated by uncertain payoﬀ streams. In public ﬁnance, decisions on whether to go ahead with large infrastructure projects such as the construction of a new bridge or a tunnel require projecting traﬃc ﬂows and income streams over the project’s lifetime which may well be several decades.

Forecasting is inherently unpredictable and simplified

Elliot and Timmerman, 7 ("Economic Forecasting" Graham is a professor of economics at UC San Diego, Allan is a professor of economics at UC San Diego and PhD from the University of Cambridge, February 7, rady.ucsd.edu/faculty/directory/timmermann/docs/jel_sep06_2007.pdf, Natalie) 
While the performance of a forecasting model often can be observed fairly quickly, only limited economic conclusions can be drawn from the model’s historical track record. Forecasting models are best viewed as greatly simpliﬁed approximations of a far more complicated reality and need not reﬂect causal relations between economic variables. Indeed, simple mechanical forecasting schemes−such as the random walk−are often found to perform well empirically although they do not provide new economic insights into the underlying variable (Clements and Hendry (2002)). Conversely, models aimed at uncovering true unconditional relationships in the data need not be well suited for forecasting purposes.

Model instability skews data

Elliot and Timmerman, 7 ("Economic Forecasting" Graham is a professor of economics at UC San Diego, Allan is a professor of economics at UC San Diego and PhD from the University of Cambridge, February 7, rady.ucsd.edu/faculty/directory/timmermann/docs/jel_sep06_2007.pdf, Natalie) 
Model instability introduces at least three problems for forecasters. First, it complicates speciﬁcation of the likelihood for the data. From a Bayesian perspective this can make it more diﬃcult (at least analytically) to determine a closed form forecasting rule, depending on the form of the nonstationarity. Second, since the parameterization of the nonstationarity results in a larger dimension of θ, estimation is also aﬀected. Finally, nonstationary data makes averaging over the past to obtain plug-in estimates more diﬃcult. In classical estimation this can be a large problem. Further complications arise through nonstandard properties of the estimators that frequently arise in these models.

Forecasts are skewed to extremes – recent predictions prove

Thompson, 11 ("Economic Predictaions Are Usually Wrong -- Let's Make Some, Anyway!", Derek is a senior editor at The Atlantic, December 19, www.theatlantic.com/business/archive/2011/12/economic-predictions-are-usually-wrong-lets-make-some-anyway/250211/, Natalie)

To catch you up, that piece looked at the Citigroup Economic Surprise Index, which measures the difference between analyst's expectations of the economy and actual economic performance. In last three years, we've been way too optimistic or way too pessimistic about the economy almost all the time. We didn't foresee the plunge in 2008. We missed the bounce in 2009. We were slammed by the slowdown in 2011. And now the economy is fooling us all over again. Now presenting "the graph that proves economic forecasts are almost always wrong": Henry Blodget hopped on the let's-bash-economic-predictions bandwagon today. Economic forecasts are almost always too conservative, he concluded. Most predictions expect the past to continue, smoothly. The real world is much more spiky. Economic forecasts are almost always wrong because they're trying so hard to not be wrong. They look at the latest news event and spin it forward. We're white swan forecasters living in a black swan world. So help me pull together some black swan predictions. I'm looking for ten. If I use yours, I'll give you credit. The key is to make the predictions just crazy enough. If you predict an asteroid will hit Lisbon and trigger an international relief effort that will ironically help bail out the country and speed up euro-centralization ... eh, that's a little crazy. If you predict a crisis out of North Korea will stir the Chinese military to action, reinvigorate the commodities market, and ultimately help, say, Peru become the fastest growing country in the world ... hey, that's just crazy enough!
forecast fails – rationality 

The rational expectations theory is flawed – inconsistent with reality

Cowen, 1 ("How Do Economists Think About Rationality?" Tyler professor in the Department of Economics at George Mason University, November 24, www.gmu.edu/centers/publicchoice/faculty%20pages/Tyler/rationality.pd, Natalie)

Economists put these assumptions into macroeconomic models for several reasons. First, some economists believe those assumptions are roughly true. A more common view is that they provide a kind of modeling discipline. The view is commonly voiced that "errors can be used to explain anything." By forcing the theorist not to rely too heavily on errors, the RE assumption makes it harder to come up with ad hoc models. Finally, the RE assumption may be useful as a foil, to see what a world without systematic errors would look like. By comparing this idealized picture to the real world, we may get a better sense of whether systematic errors are central to the phenomenon of business cycles and other economic problems. The RE assumption has received a wide variety of tests. When we look at questionnaires about expectations, RE commonly fails to predict measured expectations. Similarly, RE fails tests in the laboratory setting. Some RE predictions, however, are commonly (though not always) validated at the macroeconomic level. It appears that the money supply does not affect real output, once we take interest rates into account, and that budget deficits do not cause real interest rates to rise. 10 Both of these predictions follow from some standard RE models, though of course the studies test several hypotheses jointly, rather than just RE taken alone. Rationality, in the form of RE, is considered testable, both in principle and in reality. Failing the tests lowers the status of the RE assumption, without making it worthless altogether. RE thus has descriptive, pragmatic, and normative components, to refer back to the categories outlined above.

Inaccurate

Economic predictions are false and pure hype – your authors are alarmists

Shermer 11 - PhD, founder of The Skeptics Society which is devoted to investigating pseudoscientific and supernatural claims (Michael, “Financial Flimflam: Why Economic Experts' Predictions Fail”, Scientific American, February 22 of 2011, http://www.scientificamerican.com/article.cfm?id=financial-flimflam)//AW

Stossel cited a study in the journal Economics and Portfolio Strategy that tracked 452 managed funds from 1990 to 2009, finding that only 13 beat the market average. Equating managed fund directors to “snake-oil salesmen,” Malkiel said that Wall Street is selling Main Street on the belief that experts can consistently time the market and make accurate predictions of when to buy and sell. They can’t. No one can. Not even professional economists and not even for large-scale market indicators. As economics Nobel laureate Paul Samuelson long ago noted in a 1966 Newsweek column: “Commentators quote economic studies alleging that market downturns predicted four out of the last five recessions. That is an understatement. Wall Street indexes predicted nine out of the last five recessions!” Even in a given tech area, where you might expect a greater level of specific expertise, economic forecasters fumble. On December 22, 2010, for example, the Wall Street Journal ran a piece on how the great hedge fund financier T. Boone Pickens (chair of BP Capital Management) just abandoned his “Pickens Plan” of investing in wind energy. Pickens invested $2 billion based on his prediction that the price of natural gas would stay high. It didn’t, plummeting as the drilling industry’s ability to unlock methane from shale beds improved, a turn of events even an expert such as Pickens failed to see. 
Their models are wrong – calibration makes inaccuracies inevitable

Freedman 11 - Professor of Statistics at the University of California Berkeley (David, “Why Economic Models Are Always Wrong”, Scientific American, October 26 of 2011 http://www.scientificamerican.com/article.cfm?id=finance-why-economic-models-are-always-wrong)//AW

When it comes to assigning blame for the current economic doldrums, the quants who build the complicated mathematic financial risk models, and the traders who rely on them, deserve their share of the blame. [See “A Formula For Economic Calamity” in the November 2011 issue]. But what if there were a way to come up with simpler models that perfectly reflected reality? And what if we had perfect financial data to plug into them? Incredibly, even under those utterly unrealizable conditions, we'd still get bad predictions from models. The reason is that current methods used to “calibrate” models often render them inaccurate. That's what Jonathan Carter stumbled on in his study of geophysical models. Carter wanted to observe what happens to models when they're slightly flawed--that is, when they don't get the physics just right. But doing so required having a perfect model to establish a baseline. So Carter set up a model that described the conditions of a hypothetical oil field, and simply declared the model to perfectly represent what would happen in that field--since the field was hypothetical, he could take the physics to be whatever the model said it was. Then he had his perfect model generate three years of data of what would happen. This data then represented perfect data. So far so good. The next step was "calibrating" the model. Almost all models have parameters that have to be adjusted to make a model applicable to the specific conditions to which it's being applied--the spring constant in Hooke's law, for example, or the resistance in an electrical circuit. Calibrating a complex model for which parameters can't be directly measured usually involves taking historical data, and, enlisting various computational techniques, adjusting the parameters so that the model would have "predicted" that historical data. At that point the model is considered calibrated, and should predict in theory what will happen going forward. Carter had initially used arbitrary parameters in his perfect model to generate perfect data, but now, in order to assess his model in a realistic way, he threw those parameters out and used standard calibration techniques to match his perfect model to his perfect data. It was supposed to be a formality--he assumed, reasonably, that the process would simply produce the same parameters that had been used to produce the data in the first place. But it didn't. It turned out that there were many different sets of parameters that seemed to fit the historical data. And that made sense, he realized--given a mathematical expression with many terms and parameters in it, and thus many different ways to add up to the same single result, you'd expect there to be different ways to tweak the parameters so that they can produce similar sets of data over some limited time period. The problem, of course, is that while these different versions of the model might all match the historical data, they would in general generate different predictions going forward--and sure enough, his calibrated model produced terrible predictions compared to the "reality" originally generated by the perfect model. Calibration--a standard procedure used by all modelers in all fields, including finance--had rendered a perfect model seriously flawed. Though taken aback, he continued his study, and found that having even tiny flaws in the model or the historical data made the situation far worse. "As far as I can tell, you'd have exactly the same situation with any model that has to be calibrated," says Carter.

Humans inherently can't make accurate predictions 

Bylund 9 - PhD candidate in economics at the University of Missouri and senior fellow at the Ludwig von Mises Institute (Per, “Why Economists’ Predictions are Always Wrong”, Per Bylund Blog, May 5 of 2009, http://perbylund.com/2009/05/why-economists-predictions-are-always-wrong/)//AW

In order to provide a positive, rigorous science that can produce exact predictions, one has to through out all understanding (in the Weberian verstehen-sense) and rely solely on cold data. One cannot make predictions unless that which is studied is perfectly observable and with clear boundaries. But what if we apply this line of thinking on human action, which is the core of what is studied in economics. Are the causes, nature, and consequences of human action perfectly observable and have clear boundaries? How do we measure the causes of an individual’s actions? His choice of action? The action itself? Its consequences? The latter comes closer than the former, but it is still not even close to having the properties of the objects studied in the natural sciences. Mixing x grams of A with y grams of B may always create the substance C, and exposing D to E or F may always show exactly z – but doing m to one individual does not necessarily create the same effect as doing m to another. People are not simply responding perfectly and blindly to exogenous influences, there is a whole lot of other things going on that are at least as important as certain influences. Some call it “free will,” but you don’t have to go as far into metaphysical or religious pondering to realize that people are neither rocks nor [simpler] animals. The problem of economic prediction is just that underlying assumption that we can “easily” predict the outcome of numerous people through meddling with some of the variables that affect people’s choices. It is simply not the case that different individuals choose to act the same way when exposed to (or influenced by) the same stimuli. Our bodies may – may – react in the same way, but our minds do not. To this some might retort: thanks to the law of large numbers we can generalize our conclusions despite individuals not being alike. When the law of large numbers is applicable, we can simply assume that if we just have a sample large enough all potentially skewed or unrepresentative data will even out and we will find The Truth about human beings. But this does not change the problem at hand – we are still generalizing in the same way, but only with more data and more individuals. Even if we accept the law of large numbers as a sufficient reason to use statistics to understand people, we will have to face the problem with their not being the same. That people, being boundedly rational, would always choose more over less (which necessarily follows from the definition of choice) does not mean they will choose a particular outcome over another in every situation. Each individual will make a subjective assessment of his preferences and rank them, then make a choice based on what he knows of his ranked preferences (this is the decision process, whether it is carried out consciously and reflectingly or not). But the ranking may change depending on circumstances as well as what the individual has learned. Making perfect predictions the way Friedman proposed means we must take the quality of being human out of every individual, or at least “even it out” in order to calculate precise predictions. What do we learn by knowing that people without personalities and without “inner depth” (some call it soul) would necessarily act according to our the predictions? Probably not much.

Unnecessary

All predictions are wrong, unnecessary, and impossible to make

Bylund 9 - PhD candidate in economics at the University of Missouri and senior fellow at the Ludwig von Mises Institute (Per, “Why Economists’ Predictions are Always Wrong”, Per Bylund Blog, May 5 of 2009, http://perbylund.com/2009/05/why-economists-predictions-are-always-wrong/)//AW

The general conclusion at the moment seems to be that there is a need for a new set of theories of the market and economics – “crisis economics.” The reason for this need is the fact that “no one” predicted the current downturn and crisis, and that the predictions made turned out as wrong as they could possibly be. In fact, many economists predicted increased growth and continued prosperity while the true future held an economy in freefall with a number of imploding industries and sectors. In an opinion piece in the National Post the obvious question is asked: Why Do We Have Economists? The question had to be asked, especially since there has been no real “blame game,” no real and public debate on why all predictions turned out wrong, and no consequences for the economics profession. After all, economists often stress the fact that action is taken under rational assumptions of consequences and that all actions have consequences of some form. The army predicting economists is obviously an exception to that rule. As some sociology professors frequently joking: say what you will about economists, but you will always get a straight and precise answer – and you always know that it is wrong. So the question asked by the editor of the National Post should be well taken; it is an important one. Why do we have economists? But there is a question that is more important, especially for the professional economists who make all these “always wrong” predictions, and that is what makes the predictions always turn out wrong? The answer to this question lies in the error of Milton Friedman in his now famous (should-be infamous) article “The Methodology of Positive Economics” and the people who followed him (and still do). Economics prides itself of being a deductive science, i.e. that new knowledge is deduced directly and logically from true premises or assumptions. Friedman argued that it doesn’t matter if the assumptions are wrong as long as one can extract general rules from which one can make predictions that are somewhat reliable and come close to the truth. What he spelled out was a theory of economics aiming to be a natural science, where exactness is both important and possible. In economics, however, we should learn that exactness is neither important nor possible.
Indicts

Their authors are good for nothing – their methodology is flawed and they are worthless

Bylund 9 - PhD candidate in economics at the University of Missouri and senior fellow at the Ludwig von Mises Institute (Per, “Why Economists’ Predictions are Always Wrong”, Per Bylund Blog, May 5 of 2009, http://perbylund.com/2009/05/why-economists-predictions-are-always-wrong/)//AW

Furthermore, the predictions are based on extrapolating well beyond what is reasonable. Establishing one person’ s assessment of everyday risk and the costs he accepts to take care to avoid this risk, and translating it into dollar amounts, does not necessarily give us monotonous knowledge of this individuals preferred choices. It does not follow that he would accept a high risk to lose his life if he was paid some muliple of the cost he was willing to take on for smaller risks. Predictions simply do not cut it. So why do we have economists? The answer to this question is that we do not need most economists, but we do, at the same time, need economists more than ever. The reason for this is that the economists working on predicting the exact outcome of hundreds or thousands (or millions or billions) of individuals’ simultaneous choices are worthless, their methodology is fundamentally flawed and they are nothing but frauds. And they should be treated accordingly. While we think of what to do with the predicting economists we need to find the real economists, the people who understand the market and can tell us how it functions and what is required for it to function well. Very few economists understand what the market is about and how the emergent order arises, subsists, and what it effectuates. These economists were able to say a long time ago that we were heading towards a meltdown, and they did. They even published these warnings, but nobody listened or wanted to hear about it. “Nobody” here denotes the prediconomists and the political elite that [usually] hire them. Economists need to do what businesses did a long time ago: go back to basics. There is no need for armies of economists trying to predict the exact results of public policy, of interest rate changes, or monetary policy, etc. The use of prediconomists is not to learn about the future or politics, but as “useful idiots” disguising blind, naive, and ignorant attempts to regulate people’s choices through granting the commandeering of society an air of scientificity. And they serve well as scapegoats when their predictions turn out to be wrong and the people in charge can hide behind their “good intentions.”

Your authors are as smart as dart-throwing chimps

Shermer 11 - PhD, founder of The Skeptics Society which is devoted to investigating pseudoscientific and supernatural claims (Michael, “Financial Flimflam: Why Economic Experts' Predictions Fail”, Scientific American, February 22 of 2011, http://www.scientificamerican.com/article.cfm?id=financial-flimflam)//AW

Why are experts (along with us nonexperts) so bad at making predictions? The world is a messy, complex and contingent place with countless intervening variables and confounding factors, which our brains are not equipped to evaluate. We evolved the capacity to make snap decisions based on short-term predictions, not rational analysis about long-term investments, and so we deceive ourselves into thinking that experts can foresee the future. This self-deception among professional prognosticators was investigated by University of California, Berkeley, professor Philip E. Tetlock, as reported in his 2005 book Expert Political Judgment. After testing 284 experts in political science, economics, history and journalism in a staggering 82,361 predictions about the future, Tetlock concluded that they did little better than “a dart-throwing chimpanzee.” 

Their authors are paid off and wrong – laundry list of reasons

Siegel 85– Professor of Economics at the University of Oregon (Barry, “What Good Are Forecasters?”, Lexis Nexis, May 2 of 1985, http://www.lexisnexis.com.proxy.lib.umich.edu/lnacui2api/results/docview/docview.do?docLinkInd=true&risb=21_T15128182053&format=GNBFI&sort=RELEVANCE&startDocNo=1&resultsUrlKey=29_T15128182057&cisb=22_T15128182056&treeMax=true&treeWidth=0&csi=303830&docNo=5)//AW

MOST businessmen and politicians wouldn't be caught dead in the tent of a fortune-teller. Even so, top executives in business and government spend millions of dollars every year to buy the opinions of professional forecasters whose predictions are somewhat better, but probably not much, than they would get from a group of crystal ball gazers. They consult economists. What do these decision-makers think they are buying? Surely they don't think the economists are going to give them a set of projections that, within a known margin of error, reliably describe the future movements of the economy. If economists were smart enough to do that, they wouldn't sell their predictions; they would use them secretly to get rich. John Kenneth Galbraith once said that "economists forecast not because they know, but because they are asked". I would say that economists forecast not because they are asked, but because they are paid. Unfortunately, competition in the forecasting business and the need to satisfy the demands of clients lead forecasters to make and reveal to their customers regular predictions of a host of economic variables, regardless of the state of the economy. They must stick to a regular schedule of predictions, no matter how tranquil or turbulent are economic conditions. It is easy to make accurate predictions during tranquil times, but periods of turbulence, particularly near business cycle turning points, are notorious for spoiling the accuracy of economic forecasts. During turbulent periods, most forecasters would like to keep silent, or at least would like to fuzz up their predictions with large ranges around their projections. But forecast users generally don't want fuzzy opinions. They need numerical or directional predictions of key economic variables as aids for making important decisions concerning the health of their companies, or, if they are in government, the impact of monetary or fiscal policies on the health of the economy. A forecaster who is vague or confesses ignorance about the future of interest rates, inflation, gross national product, unemployment or other key economic variables is likely to lose his customers. There are many reasons - random disturbances, faulty economic theories, undetected shifts in the structure of the economy, bad data, poor judgment - why predictions go bad. Our knowledge is, and probably always will be, too limited to permit accurate forecasting. But the persistent demand for predictions forces economists to reveal their inaccuracies. This brings us back to the question of what decision-makers think they are getting from forecasters. Most forecast users are too sophisticated to think they are buying accurate statements about the future. Yet we don't find them buying the opinions of tarot-card readers or other seers who, with minimal training and experience, might predict about as well as professional economists.
Economist - Indict
Economists are biased

Laster et al 1 - Economist in the Capital Markets Function of the Research and Market Analysis Group (David, “”Rational Bias in Macroeconomic Forecasts”, Staff report, January 31 of 2001, http://www.newyorkfed.org/research/staff_reports/sr21.pdf)//AW

Empirical tests of the rational expectations hypothesis as it applies to professional macroeconomic forecasts generally examine whether predictions of a macroeconomic variable are unbiased and efficient.1 These analyses assume that because forecasters have strong economic incentives to be accurate, the numbers they produce represent their best estimates. This assumption, however, invites further examination: Is the forecast that best advances the economic goals of an individual forecaster always the same as the “best” forecast in a statistical sense? Zarnowitz and Braun (1993) have documented that group mean (“consensus”) forecasts are more accurate than virtually all individual forecasts. Because consensus forecasts are available publicly on a timely basis, it is unclear why firms continue to produce forecasts that are likely to fall short of the consensus in accuracy. A related puzzle, noted by Lamont (1996), is that some experienced forecasters consistently produce projections that are outliers relative to other professional forecasts. These observations suggest that some forecasters, when making their projections, act according to goals unrelated to the pursuit of accuracy. In this paper we develop a model in which forecasters’ wages are based on two criteria: their accuracy and their ability to generate publicity for their firms. Accuracy is defined in the usual sense of minimizing expected forecast error. Publicity comes from producing the forecast that outperforms all competing forecasts. In our model, these two goals can conflict -- attracting publicity often compromises accuracy. The model demonstrates that even in the case where all forecasters have identical information and identical incentives forecasters’ efforts to maximize their expected wage will lead many of them to deliberately produce biased projections to differentiate their views from the consensus. Thus, in contrast to the standard rational expectations approach, our model is one of “rational bias.” The model has an additional implication for the case where the incentives forecasters face vary by industry: Forecasters working in industries that place the highest value on publicity will make predictions that deviate most from the consensus. 

Government Forecast - Indict

Government forecasts are biased 

Carnot et al 11 – Worked at the IMF where he was involved in macroeconomic forecasting and economic policy advice (Nicolas, “Economic Forecasting and Policy”, Second Edition, Palgrave Macmillan, 2011)//AW

Government growth forecasts are often somewhat optimistic, in part because the authorities believe they should guard against unpleasant self-fulfilling prophecies and not undermine private agents' sentiment by painting an overly bleak outlook. However, this bias may become counterproductive, if firms and households internalize it. Therefore, and to promote fiscal rectitude, some prudent governments prefer systematically to build in a 'margin' and tend to produce forecasts that deliberately err on the low side. Central bank inflation forecasts are usually less affected by such considerations, in contrast to government inflation forecasts (some of which have tended to display a downward bias). In such cases, the motivation may be to contain public spending growth, or to try to keep workers' wage claims in check.

