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MAGNITUDE KEY
Large impacts should always outweigh small ones—their argument is an example of illogical scope neglect
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
Three groups of subjects considered three versions of the above question, asking them how high a tax increase they would accept to save 2,000, 20,000, or 200,000 birds. The response - known as Stated Willingness-To-Pay, or SWTP - had a mean of $80 for the 2,000-bird group, $78 for 20,000 birds, and $88 for 200,000 birds. (Desvousges et. al. 1993.) This phenomenon is known as scope insensitivity or scope neglect. Similar studies have shown that Toronto residents would pay little more to clean up all polluted lakes in Ontario than polluted lakes in a particular region of Ontario (Kahneman 1986); and that residents of four western US states would pay only 28% more to protect all 57 wilderness areas in those states than to protect a single area (McFadden and Leonard, 1995). The most widely accepted explanation for scope neglect appeals to the affect heuristic. Kahneman et. al. (1999) write: "The story constructed by Desvouges et. al. probably evokes for many readers a mental representation of a prototypical incident, perhaps an image of an exhausted bird, its feathers soaked in black oil, unable to escape. The hypothesis of valuation by prototype asserts that the affective value of this image will dominate expressions of the attitute to the problem - including the willingness to pay for a solution. Valuation by prototype implies extension neglect." Two other hypotheses accounting for scope neglect include purchase of moral satisfaction (Kahneman and Knetsch, 1992) and good cause dump (Harrison 1992). Purchase of moral satisfaction suggests that people spend enough money to create a 'warm glow' in themselves, and the amount required is a property of the person's psychology, having nothing to do with birds. Good cause dump suggests that people have some amount of money they are willing to pay for "the environment", and any question about environmental goods elicits this amount. Scope neglect has been shown to apply to human lives. Carson and Mitchell (1995) report that increasing the alleged risk associated with chlorinated drinking water from 0.004 to 2.43 annual deaths per 1,000 (a factor of 600) increased SWTP from $3.78 to $15.23 (a factor of 4). Baron and Greene (1996) found no effect from varying lives saved by a factor of ten. Fetherstonhaugh et. al. (1997), in a paper entitled "Insensitivity to the Value of Human Life: A Study of Psychophysical Numbing", found evidence that our perception of human deaths, and valuation of human lives, obeys Weber's Law - meaning that we use a logarithmic scale. And indeed, studies of scope neglect in which the quantitative variations are huge enough to elicit any sensitivity at all, show small linear increases in Willingness-To-Pay corresponding to exponential increases in scope. Kahneman et. al. (1999) interpret this as an additive effect of scope affect and prototype affect - the prototype image elicits most of the emotion, and the scope elicits a smaller amount of emotion which is added (not multiplied) with the first amount. Albert Szent-Györgyi said: "I am deeply moved if I see one man suffering and would risk my life for him. Then I talk impersonally about the possible pulverization of our big cities, with a hundred million dead. I am unable to multiply one man's suffering by a hundred million." Human emotions take place within an analog brain. The human brain cannot release enough neurotransmitters to feel emotion a thousand times as strong as the grief of one funeral. A prospective risk going from 10,000,000 deaths to 100,000,000 deaths does not multiply by ten the strength of our determination to stop it. It adds one more zero on paper for our eyes to glaze over, an effect so small that one must usually jump several orders of magnitude to detect the difference experimentally.
TIMEFRAME KEY
Privilege short-timeframe impacts:

A) Intervening actors—the longer the timeframe the more likely other agents are to solve their impact

B) Impact access—short timeframe impacts can turn long timeframe ones, but not the other way around—by the time the later event has occurred our shorter timeframe impact will already be irreversible

C)Probability—Long timeframes decrease it—the more distant the prediction, the more likely it is to be wrong 

POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  17)
A compelling reason for not giving a great deal of thought to the remote future is the difficulty, often the impossibility, of making accurate predictions beyond a few years.  People in the year 1000 could have had only the vaguest conception of what the world would be like in the year 2004, and we can have only the vaguest conception of what it will be like in the year 3000, let alone the year 1,000,000.  We have better predictive methods than people in 1000 did, but on the other had the rate of technological change is higher now than it was then.  Lacking the requisite foreknowledge we can’t know what we should be doing now to forestall the disasters that are possible, maybe even likely, on that timescale.

D) Conditional probability—short-timeframe existential risks effectively decrease the probability of long-timeframe ones—we can only die once

BOSTROM 2011 (Nick, Prof. of Philosophy at Oxford, The Concept of Existential Risk (Draft), http://www.existentialrisk.com/concept.html)
Finally, when considering existential-risk probabilities, we must recognize that one existential catastrophe can preempt another.  If a meteor wipes us out next year, the existential risk from future machine superintelligence drops to zero.  The sum of all-things-considered probabilities of disjoint (mutually exclusive) existential risks cannot exceed 100%.  Yet conditional probabilities of disjoint existential risks (conditional, that is to say, on no other existential disaster occurring preemptively) could well add up to more than 100%.  For example, some pessimist might coherently assign an 80% probability to humanity being destroyed by machine superintelligence, and a 70% conditional probability to humanity being destroyed by nanotechnological warfare given that humanity is not destroyed by machine superintelligence.  However, if the unconditional (all-things-considered) probability of our being eradicated by superintelligence is 80%, then the unconditional probability of our being eradicated by nanotech war must be no greater than 20%, since we can only be eradicated once.

COST-BENEFIT GOOD

Decisions must use cost-benefit logic—it’s the only way to deal with heuristics and bias

SUNSTEIN 2000 (Cass, Karl N. Llewellyn Distinguished Service Professor of Jurisprudence, University of Chicago Law School, Journal of Legal Studies, June)
Cost-benefit analysis is often justified on conventional economic grounds, as a way of preventing inefficiency. But it is most plausibly justified on cognitive grounds-as a way of counteracting predictable problems in individual and social cognition. Poor judgments, by individuals and societies, can result from certain heu- ristics, from informational and reputational cascades, from thinking processes in which benefits are "on screen" but costs are not, from ignoring systemic effects of one-shot interventions, from seeing cases in isolation, and from intense emotional reactions. Cost-benefit analysis serves as a corrective to these cognitive problems. In addition, it is possible to arrive at an incompletely theorized agreement on cost- benefit analysis-an agreement that does not depend on controversial arguments (for example, the view that willingness to pay should be the basis for all social outcomes) and that can attract support from a variety of reasonable views. There is discussion as well of the role of distributional weights and other equitable factors in cost-benefit analysis. The conclusion is that the best argument for cost-benefit analysis is rooted in cognitive psychology and behavioral economics.
Those policy making heuristics distort reaction to existential threat—teaching these skills has a literally infinite impact
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
Despite all dangers and temptations, it is better to know about psychological biases than to not know. Otherwise we will walk directly into the whirling helicopter blades of life. But be very careful not to have too much fun accusing others of biases. That is the road that leads to becoming a sophisticated arguer - someone who, faced with any discomforting argument, finds at once a bias in it. The one whom you must watch above all is yourself. Jerry Cleaver said: "What does you in is not failure to apply some high-level, intricate, complicated technique. It's overlooking the basics. Not keeping your eye on the ball." Analyses should finally center on testable real-world assertions. Do not take your eye off the ball. Conclusion Why should there be an organized body of thinking about existential risks? Falling asteroids are not like engineered superviruses; physics disasters are not like nanotechnological wars. Why not consider each of these problems separately? If someone proposes a physics disaster, then the committee convened to analyze the problem must obviously include physicists. But someone on that committee should also know how terribly dangerous it is to have an answer in your mind before you finish asking the question. Someone on that committee should remember the reply of Enrico Fermi to Leo Szilard's proposal that a fission chain reaction could be used to build nuclear weapons. (The reply was "Nuts!" - Fermi considered the possibility so remote as to not be worth investigating.) Someone should remember the history of errors in physics calculations: the Castle Bravo nuclear test that produced a 15-megaton explosion, instead of 4 to 8, because of an unconsidered reaction in lithium-7: They correctly solved the wrong equation, failed to think of all the terms that needed to be included, and at least one person in the expanded fallout radius died. Someone should remember Lord Kelvin's careful proof, using multiple, independent quantitative calculations from well-established theories, that the Earth could not possibly have existed for so much as forty million years. Someone should know that when an expert says the probability is "a million to one" without using actuarial data or calculations from a precise, precisely confirmed model, the calibration is probably more like twenty to one (though this is not an exact conversion). Any existential risk evokes problems that it shares with all other existential risks, in addition to the domain-specific expertise required for the specific existential risk. Someone on the physics-disaster committee should know what the term "existential risk" means; should possess whatever skills the field of existential risk management has accumulated or borrowed. For maximum safety, that person should also be a physicist. The domain-specific expertise and the expertise pertaining to existential risks should combine in one person. I am skeptical that a scholar of heuristics and biases, unable to read physics equations, could check the work of physicists who knew nothing of heuristics and biases. Once upon a time I made up overly detailed scenarios, without realizing that every additional detail was an extra burden. Once upon a time I really did think that I could say there was a ninety percent chance of Artificial Intelligence being developed between 2005 and 2025, with the peak in 2018. This statement now seems to me like complete gibberish. Why did I ever think I could generate a tight probability distribution over a problem like that? Where did I even get those numbers in the first place? Skilled practitioners of, say, molecular nanotechnology or Artificial Intelligence, will not automatically know the additional skills needed to address the existential risks of their profession. No one told me, when I addressed myself to the challenge of Artificial Intelligence, that it was needful for such a person as myself to study heuristics and biases. I don't remember why I first ran across an account of heuristics and biases, but I remember that it was a description of an overconfidence result - a casual description, online, with no references. I was so incredulous that I contacted the author to ask if this was a real experimental result. (He referred me to the edited volume Judgment Under Uncertainty.) I should not have had to stumble across that reference by accident. Someone should have warned me, as I am warning you, that this is knowledge needful to a student of existential risk. There should be a curriculum for people like ourselves; a list of skills we need in addition to our domain-specific knowledge. I am not a physicist, but I know a little - probably not enough - about the history of errors in physics, and a biologist thinking about superviruses should know it too. I once met a lawyer who had made up his own theory of physics. I said to the lawyer: You cannot invent your own physics theories without knowing math and studying for years; physics is hard. He replied: But if you really understand physics you can explain it to your grandmother, Richard Feynman told me so. And I said to him: "Would you advise a friend to argue his own court case?" At this he fell silent. He knew abstractly that physics was difficult, but I think it had honestly never occurred to him that physics might be as difficult as lawyering. One of many biases not discussed in this chapter describes the biasing effect of not knowing what we do not know. When a company recruiter evaluates his own skill, he recalls to mind the performance of candidates he hired, many of which subsequently excelled; therefore the recruiter thinks highly of his skill. But the recruiter never sees the work of candidates not hired. Thus I must warn that this paper touches upon only a small subset of heuristics and biases; for when you wonder how much you have already learned, you will recall the few biases this chapter does mention, rather than the many biases it does not. Brief summaries cannot convey a sense of the field, the larger understanding which weaves a set of memorable experiments into a unified interpretation. Many highly relevant biases, such as need for closure, I have not even mentioned. The purpose of this chapter is not to teach the knowledge needful to a student of existential risks, but to intrigue you into learning more. Thinking about existential risks falls prey to all the same fallacies that prey upon thinking-in-general. But the stakes are much, much higher. A common result in heuristics and biases is that offering money or other incentives does not eliminate the bias. (Kachelmeier and Shehata (1992) offered subjects living in the People's Republic of China the equivalent of three months' salary.) The subjects in these experiments don't make mistakes on purpose; they make mistakes because they don't know how to do better. Even if you told them the survival of humankind was at stake, they still would not thereby know how to do better. (It might increase their need for closure, causing them to do worse.) It is a terribly frightening thing, but people do not become any smarter, just because the survival of humankind is at stake. In addition to standard biases, I have personally observed what look like harmful modes of thinking specific to existential risks. The Spanish flu of 1918 killed 25-50 million people. World War II killed 60 million people. 107 is the order of the largest catastrophes in humanity's written history. Substantially larger numbers, such as 500 million deaths, and especially qualitatively different scenarios such as the extinction of the entire human species, seem to trigger a different mode of thinking - enter into a "separate magisterium". People who would never dream of hurting a child hear of an existential risk, and say, "Well, maybe the human species doesn't really deserve to survive." There is a saying in heuristics and biases that people do not evaluate events, but descriptions of events - what is called non-extensional reasoning. The extension of humanity's extinction includes the death of yourself, of your friends, of your family, of your loved ones, of your city, of your country, of your political fellows. Yet people who would take great offense at a proposal to wipe the country of Britain from the map, to kill every member of the Democratic Party in the U.S., to turn the city of Paris to glass - who would feel still greater horror on hearing the doctor say that their child had cancer - these people will discuss the extinction of humanity with perfect calm. "Extinction of humanity", as words on paper, appears in fictional novels, or is discussed in philosophy books - it belongs to a different context than the Spanish flu. We evaluate descriptions of events, not extensions of events. The cliché phrase end of the world invokes the magisterium of myth and dream, of prophecy and apocalypse, of novels and movies. The challenge of existential risks to rationality is that, the catastrophes being so huge, people snap into a different mode of thinking. Human deaths are suddenly no longer bad, and detailed predictions suddenly no longer require any expertise, and whether the story is told with a happy ending or a sad ending is a matter of personal taste in stories. But that is only an anecdotal observation of mine. I thought it better that this essay should focus on mistakes well-documented in the literature - the general literature of cognitive psychology, because there is not yet experimental literature specific to the psychology of existential risks. There should be. In the mathematics of Bayesian decision theory there is a concept of information value - the expected utility of knowledge. The value of information emerges from the value of whatever it is information about; if you double the stakes, you double the value of information about the stakes. The value of rational thinking works similarly - the value of performing a computation that integrates the evidence is calculated much the same way as the value of the evidence itself. (Good 1952; Horvitz et. al. 1989.) No more than Albert Szent-Györgyi could multiply the suffering of one human by a hundred million can I truly understand the value of clear thinking about global risks. Scope neglect is the hazard of being a biological human, running on an analog brain; the brain cannot multiply by six billion. And the stakes of existential risk extend beyond even the six billion humans alive today, to all the stars in all the galaxies that humanity and humanity's descendants may some day touch. All that vast potential hinges on our survival here, now, in the days when the realm of humankind is a single planet orbiting a single star. I can't feel our future. All I can do is try to defend it.

OPPORTUNITY COST GOOD

Opportunity cost is the only way to make decisions—there’s no rational alternative

RESCHER 2003 (Nicholas, Prof of Philosophy at the University of Pittsburgh, Sensible Decisions: Issues of Rational Decision in Personal Choice and Public Policy, p. 4-5)
In pursing objects of multidimensional value, the payment of what economists call opportunity costs becomes unavoidable.  All of our efforts to obtain good objects or achieve valued objectives require us to make compromises.  Throughout the domain of valued goods it transpires that some among the relevant value-consuming features can be enhanced only at the price of diminishing others.  It thus lies in the nature of things that value realization is always a matter of balance, of trade-offs, of compromise.  Different aspects of merit always compete in point of realization.  We can never have it both ways: a concurrent maximum in every dimension is simply unavailable in this or indeed in any other realistically conceivable world.  With inherently conflicting desiderata, across-the-board maximization is in principle impossible—in practice and generally in theory as well.  All that one can ever reasonably ask for is an auspicious overall combination of values.  Perfection—maximum realization of every value dimension all at once—is unrealizable.  And it makes no sense to ask for the impossible.
Every decision must involve opportunity costs—debate must focus on how to optimize those choices

RESCHER 2003 (Nicholas, Prof of Philosophy at the University of Pittsburgh, Sensible Decisions: Issues of Rational Decision in Personal Choice and Public Policy, p. 5-6)
The commitment to any object of choice invariably involves such complex trade-offs among the conflicting desiderata involved.  And this means that any choice is a matter of compromise—of a negotiation among those conflicting aspects of value.  All choices are accordingly a matter of closing doors, of forgoing opportunities to augment some desiderata.  Every choice narrows horizons—sacrificing possibilities that, in some respect, realize certain desiderata to a greater degree than we presently accept.  In such circumstances we have a situation of the inevitability of regret.  Every increase in one of the relevant assets involves some loss in point of another; every gain has its dark side, invoking some sort of loss.  We must acknowledge the deep and wide truth of John Gay’s couplet in the Beggar’s Opera: How happy could I be with either, Were t’other dear charmer away!  We cannot escape the exclusionary nature of choice—to opt for more of a desideratum is ipso facto to opt for less of another.  Of course, there is another side of the coin.  In choosing we always sacrifice certain desiderata, but we do not do so without compensation.  The sacrifices we make do—or, when we choose wisely, should—have a more than compensating return by way of benefit in respect of other desiderata.  It is just that we cannot have it both ways.  Man is Homo optans—choosing man, a creature that must make choices.  And being a rational creature as well through his status as Homo sapiens, this means that those choices have to be made on the basis of rationally configured evaluations.  Man is thus Homo aestimans, evaluative man, as well.  Comparative evaluation is also an unavoidable requisite of the human condition.  The burden of choice—and thereby of reason-guided evaluation—is one of the definitive features of the human condition.
EXTINCTION OUTWEIGHS
Extinction outweighs everything else—every other impact is included in and outweighed by ours

YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
In addition to standard biases, I have personally observed what look like harmful modes of thinking specific to existential risks. The Spanish flu of 1918 killed 25-50 million people. World War II killed 60 million people. 107 is the order of the largest catastrophes in humanity's written history. Substantially larger numbers, such as 500 million deaths, and especially qualitatively different scenarios such as the extinction of the entire human species, seem to trigger a different mode of thinking - enter into a "separate magisterium". People who would never dream of hurting a child hear of an existential risk, and say, "Well, maybe the human species doesn't really deserve to survive." There is a saying in heuristics and biases that people do not evaluate events, but descriptions of events - what is called non-extensional reasoning. The extension of humanity's extinction includes the death of yourself, of your friends, of your family, of your loved ones, of your city, of your country, of your political fellows. Yet people who would take great offense at a proposal to wipe the country of Britain from the map, to kill every member of the Democratic Party in the U.S., to turn the city of Paris to glass - who would feel still greater horror on hearing the doctor say that their child had cancer - these people will discuss the extinction of humanity with perfect calm. "Extinction of humanity", as words on paper, appears in fictional novels, or is discussed in philosophy books - it belongs to a different context than the Spanish flu. We evaluate descriptions of events, not extensions of events. The cliché phrase end of the world invokes the magisterium of myth and dream, of prophecy and apocalypse, of novels and movies. The challenge of existential risks to rationality is that, the catastrophes being so huge, people snap into a different mode of thinking. Human deaths are suddenly no longer bad, and detailed predictions suddenly no longer require any expertise, and whether the story is told with a happy ending or a sad ending is a matter of personal taste in stories. But that is only an anecdotal observation of mine. I thought it better that this essay should focus on mistakes well-documented in the literature - the general literature of cognitive psychology, because there is not yet experimental literature specific to the psychology of existential risks. There should be. In the mathematics of Bayesian decision theory there is a concept of information value - the expected utility of knowledge. The value of information emerges from the value of whatever it is information about; if you double the stakes, you double the value of information about the stakes. The value of rational thinking works similarly - the value of performing a computation that integrates the evidence is calculated much the same way as the value of the evidence itself. (Good 1952; Horvitz et. al. 1989.) No more than Albert Szent-Györgyi could multiply the suffering of one human by a hundred million can I truly understand the value of clear thinking about global risks. Scope neglect is the hazard of being a biological human, running on an analog brain; the brain cannot multiply by six billion. And the stakes of existential risk extend beyond even the six billion humans alive today, to all the stars in all the galaxies that humanity and humanity's descendants may some day touch. All that vast potential hinges on our survival here, now, in the days when the realm of humankind is a single planet orbiting a single star. I can't feel our future. All I can do is try to defend it.
Uncertainty doesn’t matter—any risk of extinction outweighs any other impact
SCHELL 1982 (Jonathan, Fate of the Earth, pp. 93-96)
To say that human extinction is a certainty would, of course, be a misrepresentation – just as it would be a misrepresentation to say that extinction can be ruled out. To begin with, we know that a holocaust may not occur at all. If one does occur, the adversaries may not use all their weapons. If they do use all their weapons, the global effects in the ozone and elsewhere, may be moderate. And if the effects are not moderate but extreme, the ecosphere may prove resilient enough to withstand them without breaking down catastrophically. These are all substantial reasons for supposing that mankind will not be extinguished in a nuclear holocaust, or even that extinction in a holocaust is unlikely, and they tend to calm our fear and to reduce our sense of urgency. Yet at the same time we are compelled to admit that there may be a holocaust, that the adversaries may use all their weapons, that the global effects, including effects of which we as yet unaware, may be severe, that the ecosphere may suffer catastrophic breakdown, and that our species may be extinguished. We are left with uncertainty, and are forced to make our decisions in a state of uncertainty. If we wish to act to save our species, we have to muster our resolve in spite of our awareness that the life of the species may not now in fact be jeopardized. On the other hand, if we wish to ignore the peril, we have to admit that we do so in the knowledge that the species may be in danger of imminent self-destruction. When the existence of nuclear weapons was made known, thoughtful people everywhere in the world realized that if the great powers entered into a nuclear-arms race the human species would sooner or later face the possibility of extinction. They also realized that in the absence of international agreements preventing it an arms race would probably occur. They knew that the path of nuclear armament was a dead end for mankind. The discovery of the energy in mass – of "the basic power of the universe" – and of a means by which man could release that energy altered the relationship between man and the source of his life, the earth. In the shadow of this power, the earth became small and the life of the human species doubtful. In that sense, the question of human extinction has been on the political agenda of the world ever since the first nuclear weapon was detonated, and there was no need for the world to build up its present tremendous arsenals before starting to worry about it. At just what point the species crossed, or will have crossed, the boundary between merely having the technical knowledge to destroy itself and actually having the arsenals at hand, ready to be used at any second, is not precisely knowable. But it is clear that at present, with some twenty thousand megatons of nuclear explosive power in existence, and with more being added every day, we have entered into the zone of uncertainty, which is to say the zone of risk of extinction. But the mere risk of extinction has a significance that is categorically different from, and immeasurably greater than that of any other risk and as we make our decisions we have to take that significance into account. Up to now, every risk has been contained within the framework of life; extinction would shatter the frame. It represents not the defeat of some purpose but an abyss in which all human purpose would be drowned for all time. We have no right to place the possibility of this limitless, eternal defeat on the same footing as risk that we run in the ordinary conduct of our affairs in our particular transient moment of human history. To employ a mathematician's analogy, we can say that although the risk of extinction may be fractional, the stake is, humanly speaking, infinite, and a fraction of infinity is still infinity. In other words, once we learn that a holocaust might lead to extinction we have no right to gamble, because if we lose, the game will be over, and neither we nor anyone else will ever get another chance. Therefore, although, scientifically speaking, there is all the difference in the world between the mere possibility that a holocaust will bring about extinction and the certainty of it, morally they are the same, and we have no choice but to address the issue of nuclear weapons as though we knew for a certainty that their use would put an end to our species. In weighing the fate of the earth and, with it, our own fate, we stand before a mystery, and in tampering with the earth we tamper with a mystery. We are in deep ignorance. Our ignorance should dispose us to wonder, our wonder should make us humble, our humility should inspire us to reverence and caution, and our reverence and caution should lead us to act without delay to withdraw the threat we now post to the world and to ourselves.
Extinction outweighs everything else—if our probability is greater than a billionth of one percent we should win
BOSTROM 2011 (Nick, Prof. of Philosophy at Oxford, The Concept of Existential Risk (Draft), http://www.existentialrisk.com/concept.html)
Holding probability constant, risks become more serious as we move toward the upper-right region of figure 2. For any fixed probability, existential risks are thus more serious than other risk categories. But just how much more serious might not be intuitively obvious. One might think we could get a grip on how bad an existential catastrophe would be by considering some of the worst historical disasters we can think of—such as the two world wars, the Spanish flu pandemic, or the Holocaust—and then imagining something just a bit worse. Yet if we look at global population statistics over time, we find that these horrible events of the past century fail to register (figure 3). But even this reflection fails to bring out the seriousness of existential risk. What makes existential catastrophes especially bad is not that they would show up robustly on a plot like the one in figure 3, causing a precipitous drop in world population or average quality of life. Instead, their significance lies primarily in the fact that they would destroy the future. The philosopher Derek Parfit made a similar point with the following thought experiment: I believe that if we destroy mankind, as we now can, this outcome will be much worse than most people think. Compare three outcomes: (1) Peace. (2) A nuclear war that kills 99% of the world’s existing population. (3) A nuclear war that kills 100%. (2) would be worse than (1), and (3) would be worse than (2). Which is the greater of these two differences? Most people believe that the greater difference is between (1) and (2). I believe that the difference between (2) and (3) is very much greater. … The Earth will remain habitable for at least another billion years. Civilization began only a few thousand years ago. If we do not destroy mankind, these few thousand years may be only a tiny fraction of the whole of civilized human history. The difference between (2) and (3) may thus be the difference between this tiny fraction and all of the rest of this history. If we compare this possible history to a day, what has occurred so far is only a fraction of a second. (10: 453-454) To calculate the loss associated with an existential catastrophe, we must consider how much value would come to exist in its absence. It turns out that the ultimate potential for Earth-originating intelligent life is literally astronomical. One gets a large number even if one confines one’s consideration to the potential for biological human beings living on Earth. If we suppose with Parfit that our planet will remain habitable for at least another billion years, and we assume that at least one billion people could live on it sustainably, then the potential exist for at least 1018 human lives. These lives could also be considerably better than the average contemporary human life, which is so often marred by disease, poverty, injustice, and various biological limitations that could be partly overcome through continuing technological and moral progress. However, the relevant figure is not how many people could live on Earth but how many descendants we could have in total. One lower bound of the number of biological human life-years in the future accessible universe (based on current cosmological estimates) is 1034 years.[10] Another estimate, which assumes that future minds will be mainly implemented in computational hardware instead of biological neuronal wetware, produces a lower bound of 1054 human-brain-emulation subjective life-years (or 1071 basic computational operations).(4)[11] If we make the less conservative assumption that future civilizations could eventually press close to the absolute bounds of known physics (using some as yet unimagined technology), we get radically higher estimates of the amount of computation and memory storage that is achievable and thus of the number of years of subjective experience that could be realized.[12] Even if we use the most conservative of these estimates, which entirely ignores the possibility of space colonization and software minds, we find that the expected loss of an existential catastrophe is greater than the value of 1018 human lives. This implies that the expected value of reducing existential risk by a mere one millionth of one percentage point is at least ten times the value of a billion human lives. The more technologically comprehensive estimate of 1054 human-brain-emulation subjective life-years (or 1052 lives of ordinary length) makes the same point even more starkly. Even if we give this allegedly lower bound on the cumulative output potential of a technologically mature civilization a mere 1% chance of being correct, we find that the expected value of reducing existential risk by a mere one billionth of one billionth of one percentage point is worth a hundred billion times as much as a billion human lives. One might consequently argue that even the tiniest reduction of existential risk has an expected value greater than that of the definite provision of any “ordinary” good, such as the direct benefit of saving 1 billion lives. And, further, that the absolute value of the indirect effect of saving 1 billion lives on the total cumulative amount of existential risk—positive or negative—is almost certainly larger than the positive value of the direct benefit of such an action.
SUB-EXTINCTION EVENTS GOOD
Sub-extinction catastrophes are good—they buy time and prevent total extinction

WELLS 2009 (Dr. Willard Wells, Consultant, Applied Physics, Communication, Chief Scientist Emeritus, L-3 Photonics, Apocalypse when?: calculating how long the human race will survive, p. 5)
As we shall see, numerical results show that the risk of extinction is currently 3% per decade, while the risk of a lesser apocalyptic event, the collapse of civilization, is triple that, about 10% per decade, or 1% per year. The magnitude of these risks is comparable to ordinary perils that insurance companies underwrite. (Perhaps they should offer extinction insurance!) Both risks are proportional to world population. Every time the population doubles, so does our risk. Unless the population plummets soon, a near-extinction event will likely occur during the lifetime of today's infants. The collapse of civilization will be almost as deadly as extinction. However, for those who do survive, the aftermath will be a very safe time. Sparse population will protect outlying villages from epidemics. The biosphere will recover from human degradation, although perhaps with a changed climate and extinction of many species. Ironically, humanity's long-term survival requires a worldwide cataclysm. Without it we are like the dinosaurs. They seem to have expired because the big bolide (meteoric fireball) hit first without warning. Had there been precursors, near-extinctions, many species might have adapted well enough to survive the big one. Since humankind will likely suffer a near-extinction event: the probability of long term survival is encouragingly high, roughly 70%.
EXTINCTION O/W PROBABILITY
The burden is on them to prove that extinction is impossible—no matter how unlikely, we can’t bet the future of the species on it
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  32-33)
It is tempting to dismiss the risk of a strangelet disaster on the ground that the mere fact that a risk cannot be shown to be precluded by a law of nature is not a sound reason to worry about it.  Should I be afraid to swim in Loch Ness lest I be devoured by Nessie?  This question was put to me by a physicist who is deeply skeptical about the strangelet scenario.  The question is not well formed.  The interesting question is whether a sea “monster” of some sort, perhaps a dinosaur that managed to avoid extinction, or, more probably, some large sea mammal, may be lurking somewhere in the lake.  No law of nature forbids that there shall be such a creature in a deep Scottish lake, and although none has been found despite extensive searches, and many fraudulent sightings have been unmasked, it is unclear whether the entire lake has been searched.  It seems extraordinarily unlikely that there is anything that would qualify as a “Loch Ness Monster”—but would one want to bet the planet that there is not?  Or consider the proposition that no human being has ever eaten an entire adult elephant at one sitting.  Philosophers use such propositions to argue that one can have empirical certainty without a confirming observation.  Yet although there is no known instance of such a meal, it is conceivable that modern technology could so compact an elephant as to make it digestible in one sitting, and it is also conceivable, though only barely, that someone, somewhere, has successfully employed that technology.  It is exceedingly unlikely (even if one throws in the possibility that someone has succeeded in breeding a miniature elephant), but, again, one wouldn’t want to be the planet on its not having occurred.

Extinction is unique—if you think there’s a one in 75 million chance of our disad you should vote neg
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  249-250)
Even if our insouciant reaction to small probabilities of great losses is accepted as an authentic basis for estimating the value of life in most such situations, the reaction may not generalize to ones in which the loss, should it materialize, would be the near or total extinction of the human race.  If the annual probability of an asteroid collision that would kill 6 billion people is only 1 in 75 million, the expected number of deaths worldwide is only 80 per year, which may not seem a large enough number to justify the expense of an effective defense against an asteroid collision. (This of course ignores smaller but still lethal collisions; but read on.) But if there is a minute chance that the entire human race, both current and future, would be wiped out, together with all or most of the world’s animal population, we (the ambiguous “we” of policy analysis, but there it may represent dominant public opinion) may think that something should be done to eliminate or reduce the risk, slight as it is, beyond what a standard cost-benefit analysis  would imply; may be willing, if the risk and the possible responses are explained carefully, to incur some cost in higher taxes or otherwise to reduce the risk.

Uncertainty doesn’t matter—any risk of extinction outweighs any other impact
SCHELL 1982  (Jonathan, Fate of the Earth, pp. 93-96)
To say that human extinction is a certainty would, of course, be a misrepresentation – just as it would be a misrepresentation to say that extinction can be ruled out. To begin with, we know that a holocaust may not occur at all. If one does occur, the adversaries may not use all their weapons. If they do use all their weapons, the global effects in the ozone and elsewhere, may be moderate. And if the effects are not moderate but extreme, the ecosphere may prove resilient enough to withstand them without breaking down catastrophically. These are all substantial reasons for supposing that mankind will not be extinguished in a nuclear holocaust, or even that extinction in a holocaust is unlikely, and they tend to calm our fear and to reduce our sense of urgency. Yet at the same time we are compelled to admit that there may be a holocaust, that the adversaries may use all their weapons, that the global effects, including effects of which we as yet unaware, may be severe, that the ecosphere may suffer catastrophic breakdown, and that our species may be extinguished. We are left with uncertainty, and are forced to make our decisions in a state of uncertainty. If we wish to act to save our species, we have to muster our resolve in spite of our awareness that the life of the species may not now in fact be jeopardized. On the other hand, if we wish to ignore the peril, we have to admit that we do so in the knowledge that the species may be in danger of imminent self-destruction. When the existence of nuclear weapons was made known, thoughtful people everywhere in the world realized that if the great powers entered into a nuclear-arms race the human species would sooner or later face the possibility of extinction. They also realized that in the absence of international agreements preventing it an arms race would probably occur. They knew that the path of nuclear armament was a dead end for mankind. The discovery of the energy in mass – of "the basic power of the universe" – and of a means by which man could release that energy altered the relationship between man and the source of his life, the earth. In the shadow of this power, the earth became small and the life of the human species doubtful. In that sense, the question of human extinction has been on the political agenda of the world ever since the first nuclear weapon was detonated, and there was no need for the world to build up its present tremendous arsenals before starting to worry about it. At just what point the species crossed, or will have crossed, the boundary between merely having the technical knowledge to destroy itself and actually having the arsenals at hand, ready to be used at any second, is not precisely knowable. But it is clear that at present, with some twenty thousand megatons of nuclear explosive power in existence, and with more being added every day, we have entered into the zone of uncertainty, which is to say the zone of risk of extinction. But the mere risk of extinction has a significance that is categorically different from, and immeasurably greater than that of any other risk and as we make our decisions we have to take that significance into account. Up to now, every risk has been contained within the framework of life; extinction would shatter the frame. It represents not the defeat of some purpose but an abyss in which all human purpose would be drowned for all time. We have no right to place the possibility of this limitless, eternal defeat on the same footing as risk that we run in the ordinary conduct of our affairs in our particular transient moment of human history. To employ a mathematician's analogy, we can say that although the risk of extinction may be fractional, the stake is, humanly speaking, infinite, and a fraction of infinity is still infinity. In other words, once we learn that a holocaust might lead to extinction we have no right to gamble, because if we lose, the game will be over, and neither we nor anyone else will ever get another chance. Therefore, although, scientifically speaking, there is all the difference in the world between the mere possibility that a holocaust will bring about extinction and the certainty of it, morally they are the same, and we have no choice but to address the issue of nuclear weapons as though we knew for a certainty that their use would put an end to our species. In weighing the fate of the earth and, with it, our own fate, we stand before a mystery, and in tampering with the earth we tamper with a mystery. We are in deep ignorance. Our ignorance should dispose us to wonder, our wonder should make us humble, our humility should inspire us to reverence and caution, and our reverence and caution should lead us to act without delay to withdraw the threat we now post to the world and to ourselves.
Extinction risks outweigh everything else regardless of probability

MATHENY 2007 (Jason, Department of Health Policy and Management, Bloomberg School of Public Health, Johns Hopkins University, “Reducing the Risk of Human Extinction,” Risk Analysis, Vol 27, No 5)
Even if extinction events are improbable, the expected values of countermeasures could be large, as they include the value of all future lives. This introduces a discontinuity between the CEA of extinction and nonextinction risks. Even though the risk to any existing individual of dying in a car crash is much greater than the risk of dying in an asteroid impact, asteroids pose a much greater risk to the existence of future generations (we are not likely to crash all our cars at once) (Chapman, 2004). The “death-toll” of an extinction-level asteroid impact is the population of Earth, plus all the descendents of that population who would otherwise have existed if not for the impact. There is thus a discontinuity between risks that threaten 99% of humanity and those that threaten 100%.
Nothing can outweigh extinction even if the risk is miniscule

MATHENY 2007 (Jason, Department of Health Policy and Management, Bloomberg School of Public Health, Johns Hopkins University, “Reducing the Risk of Human Extinction,” Risk Analysis, Vol 27, No 5)
We may be poorly equipped to recognize or plan for extinction risks (Yudkowsky, 2007). We may not be good at grasping the significance of very large numbers (catastrophic outcomes) or very small numbers (probabilities) over large timeframes. We struggle with estimating the probabilities of rare or unprecedented events (Kunreuther et al., 2001). Policymakers may not plan far beyond current political administrations and rarely do risk assessments value the existence of future generations.18 We may unjustifiably discount the value of future lives. Finally, extinction risks are market failures where an individual enjoys no perceptible benefit from his or her investment in risk reduction. Human survival may thus be a good requiring deliberate policies to protect. It might be feared that consideration of extinction risks would lead to a reductio ad absurdum: we ought to invest all our resources in asteroid defense or nuclear disarmament, instead of AIDS, pollution, world hunger, or other problems we face today. On the contrary, programs that create a healthy and content global population are likely to reduce the probability of global war or catastrophic terrorism. They should thus be seen as an essential part of a portfolio of risk-reducing projects. Discussing the risks of “nuclear winter,” Carl Sagan (1983) wrote: Some have argued that the difference between the deaths of several hundred million people in a nuclear war (as has been thought until recently to be a reasonable upper limit) and the death of every person on Earth (as now seems possible) is only a matter of one order of magnitude. For me, the difference is considerably greater. Restricting our attention only to those who die as a consequence of the war conceals its full impact. If we are required to calibrate extinction in numerical terms, I would be sure to include the number of people in future generations who would not be born. A nuclear war imperils all of our descendants, for as long as there will be humans. Even if the population remains static, with an average lifetime of the order of 100 years, over a typical time period for the biological evolution of a successful species (roughly ten million years), we are talking about some 500 trillion people yet to come. By this criterion, the stakes are one million times greater for extinction than for the more modest nuclear wars that kill “only” hundreds of millions of people. There are many other possible measures of the potential loss—including culture and science, the evolutionary history of the planet, and the significance of the lives of all of our ancestors who contributed to the future of their descendants. Extinction is the undoing of the human enterprise. In a similar vein, the philosopher Derek Parfit (1984) wrote: I believe that if we destroy mankind, as we now can, this outcome will be much worse than most people think. Compare three outcomes: 1. Peace 2. A nuclear war that kills 99% of the world’s existing population 3. A nuclear war that kills 100% 2 would be worse than 1, and 3 would be worse than 2. Which is the greater of these two differences? Most people believe that the greater difference is between 1 and 2. I believe that the difference between 2 and 3 is very much greater . . . . The Earth will remain habitable for at least another billion years. Civilization began only a few thousand years ago. Ifwe do not destroy mankind, these thousand years may be only a tiny fraction of the whole of civilized human history. The difference between 2 and 3 may thus be the difference between this tiny fraction and all of the rest of this history. If we compare this possible history to a day, what has occurred so far is only a fraction of a second. Human extinction in the next few centuries could reduce the number of future generations by thousands or more. We take extraordinary measures to protect some endangered species from extinction. It might be reasonable to take extraordinary measures to protect humanity from the same.19 To decide whether this is so requires more discussion of the methodological problems mentioned here, as well as research on the extinction risks we face and the costs of mitigating them.20
PROBABILITY KEY
Extremely low probabilities should count as zero—even if there’s some risk, policy decisions can’t be justified by vanishingly small probabilities

RESCHER 2003 (Nicholas, Prof of Philosophy at the University of Pittsburgh, Sensible Decisions: Issues of Rational Decision in Personal Choice and Public Policy, p. 49-50)
On this issue there is a systemic disagreement between probabilists working on theory-oriented issues in mathematics or natural science and decision theorists who work on practical decision-oriented issues relating to human affairs.  The former takes the line that small number are small numbers and must be taken into account as such—that is, the small quantities they actually are.  The latter tend to take the view that small probabilities represent extremely remote prospect and can be written off.  (De minimis non curat lex, as the old precept has it: in human affairs there is no need to bother with trifles.)  When something is about as probable as a thousand fair dice when tossed a thousand times coming up all sixes, then, so it is held, we can pretty well forget about it as a worthy of concern.  As a matter of practical policy, we operate with probabilities on the principle that when x ≤ E, then x = 0.  We take the line that in our human dealings in real-life situations a sufficiently remote possibility can—for all sensible purposes—be viewed as being of probability zero.  Accordingly, such remote possibilities can simply be dismissed, and the outcomes with which they are associated can accordingly be set aside.  And in “the real world” people do in fact seem to be prepared to treat certain probabilities as effectively zero, taking certain sufficiently improbable eventualities as no long representing real possibilities.  Here an extremely improbable event is seen as something we can simply write off as being outside the range of appropriate concern, something we can dismiss for all practical purposes.  As one writer on insurance puts it: [P]eople…refuse to worry about losses whose probability is below some threshold.  Probabilities below the threshold are treated as though they were zero.  No doubt, remote-possibility events having such a minute possibility can happen in some sense of the term, but this “can” functions somewhat figuratively—it is no longer seen as something that presents a realistic prospect.
PROBABILITY KEY/A2: SCHELL
We must weigh competing probabilities and dismiss threats to survival if they are very unlikely—the alternative is that we do nothing about any existential risk
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  19)
The reason for the hedge in “essentially” is that I want to avoid making claims of metaphysical certainty.  From a scientific standpoint, anything is possible.  But some possibilities really are too remote to be worth worrying about, such as the possibility that my next breath will create a black hole or that the entire human population will be persuaded to commit suicide.  To put this differently, we have to be selective in responding to the catastrophic risks because if we allow our imaginations to multiply their number indefinitely we’ll end up doing nothing about any of them.

The “any risk” logic would make all decisionmaking impossible—evaluate probability over magnitude

MESKILL 2009 (David, professor at Colorado School of Mines and PhD from Harvard, “The "One Percent Doctrine" and Environmental Faith,” Dec 9, http://davidmeskill.blogspot.com/2009/12/one-percent-doctrine-and-environmental.html)
Tom Friedman's piece today in the Times on the environment (http://www.nytimes.com/2009/12/09/opinion/09friedman.html?_r=1) is one of the flimsiest pieces by a major columnist that I can remember ever reading. He applies Cheney's "one percent doctrine" (which is similar to the environmentalists' "precautionary principle") to the risk of environmental armageddon. But this doctrine is both intellectually incoherent and practically irrelevant. It is intellectually incoherent because it cannot be applied consistently in a world with many potential disaster scenarios. In addition to the global-warming risk, there's also the asteroid-hitting-the-earth risk, the terrorists-with-nuclear-weapons risk (Cheney's original scenario), the super-duper-pandemic risk, etc. Since each of these risks, on the "one percent doctrine," would deserve all of our attention, we cannot address all of them simultaneously. That is, even within the one-percent mentality, we'd have to begin prioritizing, making choices and trade-offs. But why then should we only make these trade-offs between responses to disaster scenarios? Why not also choose between them and other, much more cotidien, things we value? Why treat the unlikely but cataclysmic event as somehow fundamentally different, something that cannot be integrated into all the other calculations we make? And in fact, this is how we behave all the time. We get into our cars in order to buy a cup of coffee, even though there's some chance we will be killed on the way to the coffee shop. We are constantly risking death, if slightly, in order to pursue the things we value. Any creature that adopted the "precautionary principle" would sit at home - no, not even there, since there is some chance the building might collapse. That creature would neither be able to act, nor not act, since it would nowhere discover perfect safety. Friedman's approach reminds me somehow of Pascal's wager - quasi-religious faith masquerading as rational deliberation (as Hans Albert has pointed out, Pascal's wager itself doesn't add up: there may be a God, in fact, but it may turn out that He dislikes, and even damns, people who believe in him because they've calculated it's in their best interest to do so). As my friend James points out, it's striking how descriptions of the environmental risk always describe the situation as if it were five to midnight. It must be near midnight, since otherwise there would be no need to act. But it can never be five *past* midnight, since then acting would be pointless and we might as well party like it was 2099. Many religious movements - for example the early Jesus movement - have exhibited precisely this combination of traits: the looming apocalypse, with the time (just barely) to take action.
BODY COUNTS BAD

 SEQ CHAPTER \h \r 1Death counts are bad–they obscure moral calculus and render life meaningless–they are also inaccurate
HOLT 2006 (Jim, frequent NYT contributor, “Math Murders,” New York Times, March 12)
Counting the dead is a paradoxical business. Suppose I told you that around 150 million people have died over the last century in wars, genocides, man-made famines and other atrocities. This number might evoke in you a certain horror. But it is, of course, only a wild guess. Its very vagueness lends it an air of unreality. Yet what purpose would be served by making it more precise? Where mass death is concerned, the moral significance of scale seems to be one of those things that our brains aren't equipped to handle. A single life may have infinite value, but the difference between a million deaths and a million and one strikes us as negligible. The moral meaning of death counts is further obscured by their apparent lack of objectivity. Take the war in Iraq. How many Iraqi civilians have died as a consequence of the American invasion? Supporters of the war say 30,000, a number that even President Bush finally brought himself to utter late last year. Opponents of the war say more than 100,000. Surely there must be a fact of the matter. In practice, though, there are only competing methodologies and assumptions, all of which yield different numbers. Even if we could put politics aside and agree on one, it would be hard to say what it meant. Does it matter, for instance, that the higher estimate of 100,000 is the same order of magnitude as the number of Iraqi Kurds that Saddam Hussein is reckoned to have killed in 1987 and 1988, in a genocidal campaign that, it has been claimed, justified his forcible removal? ''It is painful to contemplate that despite our technologies of assurance and mathematics of certainty, such a fundamental index of reality as numbers of the dead is a nightmarish muddle,'' wrote Gil Elliot in his 1972 volume, ''The Twentieth Century Book of the Dead.'' Figuring out the number of man-caused deaths is rarely as straightforward as counting skulls in a mass grave. You can kill people with bombs, guns and machetes, but there are also more indirect ways: causing them to die of starvation, say, or of exposure or disease. (The disease need not be indirect -- witness the radiation victims of Hiroshima and Nagasaki.) Of the nearly two million Cambodians killed by the Khmer Rouge, for instance, perhaps half were executed outright. By contrast, in the ongoing civil war in the Congo -- the deadliest conflict since World War II -- 2 percent of the estimated 3.9 million victims have died of direct violence; the rest perished when their subsistence-level lives were disrupted by the war. Quantifying man-made death thus means, at the very least, having an idea of the rate at which people die naturally. And that entails recordkeeping. In 17th-century Europe, registers kept by church parishes -- dates of baptisms, marriages and burials -- made it possible to gauge the devastation caused by the Thirty Years' War, which was deadlier for civilians than for soldiers. The last century, strange to say, has not always matched this level of demographic sophistication. Even in the case of Nazi Germany, supposedly a model of efficiency, the implementation of the Final Solution was so chaotic that the number of victims can be known only to the nearest million. If our methodology of counting man-made deaths is crude, our moral calculus for weighing the resulting numbers is even cruder. Quantification, it is often thought, confers precision and objectivity. Yet it tells us very little about comparative evil. We feel that Hitler was every bit as evil as Stalin, even though Stalin was far more successful in murdering people (in part because he had a longer run). Mao may have been more successful still; in their recent book, ''Mao: The Unknown Story,'' Jung Chang and Jon Halliday estimate that the Chinese leader was responsible for ''well over 70 million deaths,'' which would come to nearly half of the total number of man-made deaths in the 20th century. In relative terms, however, Mao is easily eclipsed by Pol Pot, who directed the killing of more than a quarter of his fellow Cambodians. Raw death numbers may not be a reliable index of evil, but they still have value as a guide to action. That, at least, is the common-sense view. It is also part of the ethical theory known as utilitarianism, which holds that sacrificing x lives to save y lives is always justified as long as y is greater than x. This utilitarian principle is often invoked, for example, in defense of President Truman's decision to drop atomic bombs on Hiroshima and Nagasaki, which killed between 120,000 and 250,000 Japanese civilians, on the assumption that the death toll would have been worse had the war been prolonged. Yet some thinkers (like the British philosopher Elizabeth Anscombe) have questioned whether, morally speaking, numbers really count. In a choice between saving 5 lives and saving 10, they ask, why should we be dutybound to act in behalf of the greater number? Because, you say, it would be worse for 10 people to die than for 5 people. They reply: Worse for whom? Arithmetic misleads us into thinking that deaths aggregate the way numbers do. Yet in reality there are only individuals suffering. In a dilemma where the deaths of one group of people or another is unavoidable, why should someone have to die merely by reason of being in the smaller group? This sort of skepticism about the significance of numbers has some perverse consequences. It implies that all atrocities have an equal command on our moral attention, regardless of scale. Yet a refusal to aggregate deaths can also be ethically salubrious. It helps us realize that the evil of each additional death is in no way diluted by the number of deaths that may have preceded it. The ongoing bloodbath in Darfur has, all agree, claimed an enormous number of victims. Saying just how many is a methodological nightmare; a ballpark figure is a quarter of a million, but estimates range up to 400,000 and beyond. Quantitatively, the new deaths that each day brings are absorbed into this vast, indeterminate number. Morally, they ought to be as urgent as those on the first day of the slaughter. ''What is the moral context in which we should see those killed by violence? There exists a view that one violent death has the same moral value as a thousand or a million deaths. . . . The killer cannot add to his sin by committing more than one murder. However, every victim of murder would claim, if he could, that his death had a separate moral value.'' Source: ''The Twentieth Century Book of the Dead,'' by Gil Elliot (1972)
WAR OUTWEIGHS EVERYTHING
War outweighs everything else
AYERS 2006 (William, distinguished professor of education and senior university scholar at the University of Illinois at Chicago, Phi Delta Kappan, April)
A little truth-telling, then. War is catastrophic for human beings, and, indeed, for the continuation of life on Earth. With over 120 military bases around the globe and the second largest military force ever assembled, the U.S. government is engaged in a constant state of war, and American society is necessarily distorted and disfigured around the aims of war. Chris Hedges provides an annotated catalogue - unadorned, uninflected - of the catastrophe:  * 108 million people were slaughtered in wars during the 20th century.  * During the last decade of that spectacular century, two million children were killed, 20 million displaced, six million disabled.  * From 1900 to 1990, 43 million soldiers died in wars and 62 million civilians were killed. In the wars of the 1990s the ratio was up: between 75% and 90% of all war deaths were civilian deaths.  * Today 21.3 million people are under arms - China has the largest military with 2.4 million people in service (from a population of 1.3 billion citizens), followed by the U.S. with 1.4 million (from a population of 300 million). About 1.3 million Americans are in Reserve and National Guard units.  * Vets suffer long-term health consequences including greater risk of depression, alcoholism, drug addiction, sleep disorders, and more. About one-third of Vietnam vets suffered full-blown post-traumatic stress disorder. Another 22% suffered partial post-traumatic stress disorder.17 This is the nature of the beast. Anyone who's been there knows.  On and on, 119 densely packed pages, fact sheet upon fact sheet, 24 pages of evidentiary footnotes, 15 pages of bibliography, all of it adding up to an inescapable conclusion: war is the greatest organized misfortune human beings have ever constructed and visited on one another. And as Adromache, captive widow of Hector, says at the opening of Seneca's Trojan Women: "It is not finished yet. There is always more and worse to fear, beyond imagination."18 In the course of the play, her young son will be thrown from a tower and murdered, and the daughter of Hecuba and Priam will also be sacrificed. Beyond imagination.

ENVIRONMENT OUTWEIGHS POVERTY/RACISM
Environmental destruction turns and outweighs poverty and racism—pollution disproportionately hurts minorities and causes extinction
CONE 2000 (James, Briggs Distinguished Professor at Union Theological Seminary,   Cross Currents, Spring/Summer)
Black and other poor people in all racial groups receive much less than their fair share of everything good in the world and a disproportionate amount of the bad. Middle class and elite white environmentalists have been very effective in implementing the slogan "Not In My Backyard" (NIMBY). As a result, corporations and the government merely turned to the backyards of the poor to deposit their toxic waste. The poor live in the least desirable areas of our cities and rural communities. They work in the most polluted and physically dangerous workplaces. Decent health care hardly exists. With fewer resources to cope with the dire consequences of pollution, the poor bear an unequal burden for technological development while the rich reap most of the benefits. This makes racism and poverty ecological issues. If blacks and other hard-hit communities do not raise these ethical and political problems, they will continue to die a slow and silent death on the planet. Ecology touches every sphere of human existence. It is not just an elitist or a white middle class issue. A clean safe environment is a human and civil rights issue that impacts the lives of poor blacks and other marginal groups. We therefore must not let the fear of distracting from racism blind us to the urgency of the ecological crisis. What good is it to eliminate racism if we are not around to enjoy a racist free environment? The survival of the earth, therefore, is a moral issue for everybody. If we do not save the earth from destructive human behavior, no one will survive. That fact alone ought to be enough to inspire people of all colors to join hands in the fight for a just and sustainable planet. Expanding the Ecological Critique. We are indebted to ecologists in all fields and areas of human endeavor for sounding the alarm about the earth's distress. They have been so effective in raising ecological awareness that few people deny that our planet is in deep trouble. For the first time in history, humankind has the knowledge and power to destroy all life -- either with a nuclear bang or a gradual poisoning of the land, air, and sea.
A2: SYSTEMIC IMPACTS
Their impact is biased towards the status quo—privileging a systemic impact because it’s happening now doesn’t assume that the world changes due to a large-scale impact like a nuclear war—massive impacts will have catastrophic, unpredictable, systemic effects which would overwhelm their impact even if the initial catastrophe didn’t

Intervening actors solve magnitude—their impact may add up over time, but this only increases the chance that some action will eventually be taken to solve it

Systemic threats do not outweigh extinction—the availability heuristic causes us to underestimate both magnitude and probability

YUDKOWSKY 2006  (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
A general principle underlying the heuristics-and-biases program is that human beings use methods of thought - heuristics - which quickly return good approximate answers in many cases; but which also give rise to systematic errors called biases. An example of a heuristic is to judge the frequency or probability of an event by its availability, the ease with which examples of the event come to mind. R appears in the third-letter position of more English words than in the first-letter position, yet it is much easier to recall words that begin with "R" than words whose third letter is "R". Thus, a majority of respondents guess that words beginning with "R" are more frequent, when the reverse is the case. (Tversky and Kahneman 1973.) Biases implicit in the availability heuristic affect estimates of risk. A pioneering study by Lichtenstein et. al. (1978) examined absolute and relative probability judgments of risk. People know in general terms which risks cause large numbers of deaths and which cause few deaths. However, asked to quantify risks more precisely, people severely overestimate the frequency of rare causes of death, and severely underestimate the frequency of common causes of death. Other repeated errors were also apparent: Accidents were judged to cause as many deaths as disease. (Diseases cause about 16 times as many deaths as accidents.) Homicide was incorrectly judged a more frequent cause of death than diabetes, or stomach cancer. A followup study by Combs and Slovic (1979) tallied reporting of deaths in two newspapers, and found that errors in probability judgments correlated strongly (.85 and .89) with selective reporting in newspapers. People refuse to buy flood insurance even when it is heavily subsidized and priced far below an actuarially fair value. Kunreuther et. al. (1993) suggests underreaction to threats of flooding may arise from "the inability of individuals to conceptualize floods that have never occurred... Men on flood plains appear to be very much prisoners of their experience... Recently experienced floods appear to set an upward bound to the size of loss with which managers believe they ought to be concerned." Burton et. al. (1978) report that when dams and levees are built, they reduce the frequency of floods, and thus apparently create a false sense of security, leading to reduced precautions. While building dams decreases the frequency of floods, damage per flood is so much greater afterward that the average yearly damage increases. It seems that people do not extrapolate from experienced small hazards to a possibility of large risks; rather, the past experience of small hazards sets a perceived upper bound on risks. A society well-protected against minor hazards will take no action against major risks (building on flood plains once the regular minor floods are eliminated). A society subject to regular minor hazards will treat those minor hazards as an upper bound on the size of the risks (guarding against regular minor floods but not occasional major floods). Risks of human extinction may tend to be underestimated since, obviously, humanity has never yet encountered an extinction event.2

A2: SYSTEMIC OUTWEIGHS NUKE WAR
This is an impossible comparison—all systemic harms would be worse after a nuclear war, from murder to acid rain to mental illness, and as societies imploded we would be less capable of dealing with any of them

Systemic impacts cannot outweigh nuclear war—it would have systemic effects, killing billions more in future years

NISSANI 1992 (Moti, Professor at Wayne State, Lives in the Balance:  The Cold War and American Politics 1945-1991, http://www.is.wayne.edu/mnissani/pagepub/CH2.html)
Human Populations. The direct effects of war on human populations have already been discussed. Here I shall only superimpose the war's indirect effects on projection IV above, a projection which entailed one billion deaths in targeted countries as a result of near-term effects of nuclear bombs: blast, heat, initial radiation, and local fallout (the effects of the other three projections would be correspondingly lighter). The death toll will continue to climb for years after the war, as a consequence of widespread famine in targeted nations, famine in numerous non-targeted Third World countries whose people partly depend for survival on food or food-related imports from targeted nations, general deterioration of the health care and disease prevention system, lingering radioactivity, paucity of shelters, temporary but severe climatic changes, and the likelihood that some grief-stricken survivors will prefer death to a prolonged struggle for sheer physical survival. Several years after the war, the world's population may go down by another billion people. The longer-term impact of total war on human populations depends in part on whether social conditions resembling our own are re-established. If not, human populations could keep declining for decades. But even if such conditions are re-created, further reductions seem likely during the first few decades because young children, infants, and fetuses are more vulnerable to the stresses of a post-nuclear world (radiation, starvation, death of parents, etc.), and so proportionately more individuals in these age brackets will die. In addition, many people may refrain for years after from having children, so the death rate is likely to be higher than the birth rate. (I have confined the discussion here to dry statistics not because they are the most interesting, but because books like this one cannot possibly convey the countless individual tragedies these numbers imply.)
A2: EXTINCTION OUTWEIGHS
Extinction doesn’t outweigh everything—the quest for survival shouldn’t be allowed to destroy other values

CALLAHAN 1973 (Daniel,  institute of Society and Ethics, The Tyranny of Survival, p. 91-3)
The value of survival could not be so readily abused were it not for its evocative power. But abused it has been. In the name of survival, all manner of social and political evils have been committed against the rights of individuals, including the right to life. The purported threat of Communist domination has for over two decades fueled the drive of militarists for ever-larger defense budgets, no matter what the cost to other social needs. During World War II, native Japanese-Americans were herded, without due process of law, to detention camps. This policy was later upheld by the Supreme Court in Korematsu v. United States (1944) in the general context that a threat to national security can justify acts otherwise blatantly unjustifiable. The survival of the Aryan race was one of the official legitimations of Nazism. Under the banner of survival, the government of South Africa imposes a ruthless apartheid, heedless of the most elementary human rights. The Vietnamese war has seen one of the greatest of the many absurdities tolerated in the name of survival: the destruction of villages in order to save them. But it is not only in a political setting that survival has been evoked as a final and unarguable value. The main rationale B. F. Skinner offers in Beyond Freedom and Dignity for the controlled and conditioned society is the need for survival. For Jacques Monod, in Chance and Necessity, survival requires that we overthrow almost every known religious, ethical and political system. In genetics, the survival of the gene pool has been put forward as sufficient grounds for a forceful prohibition of bearers of offensive genetic traits from marrying and bearing children. Some have even suggested that we do the cause of survival no good by our misguided medical efforts to find means by which those suffering from such common genetically based diseases as diabetes can live a normal life, and thus procreate even more diabetics. In the field of population and environment, one can do no better than to cite Paul Ehrlich, whose works have shown a high dedication to survival, and in its holy name a willingness to contemplate governmentally enforced abortions and a denial of food to surviving populations of nations which have not enacted population-control policies. For all these reasons it is possible to counterpoise over against the need for survival a "tyranny of survival." There seems to be no imaginable evil which some group is not willing to inflict on another for sake of survival, no rights, liberties or dignities which it is not ready to suppress. It is easy, of course, to recognize the danger when survival is falsely and manipulatively invoked. Dictators never talk about their aggressions, but only about the need to defend the fatherland to save it from destruction at the hands of its enemies. But my point goes deeper than that. It is directed even at a legitimate concern for survival, when that concern is allowed to reach an intensity which would ignore, suppress or destroy other fundamental human rights and values. The potential tyranny survival as value is that it is capable, if not treated sanely, of wiping out all other values. Survival can become an obsession and a disease, provoking a destructive singlemindedness that will stop at nothing. We come here to the fundamental moral dilemma. If, both biologically and psychologically, the need for survival is basic to man, and if survival is the precondition for any and all human achievements, and if no other rights make much sense without the premise of a right to life—then how will it be possible to honor and act upon the need for survival without, in the process, destroying everything in human beings which makes them worthy of survival. To put it more strongly, if the price of survival is human degradation, then there is no moral reason why an effort should be made to ensure that survival. It would be the Pyrrhic victory to end all Pyrrhic victories.

A2: YOUR IMPACT IS LOW-PROBABILITY
Probability is a function of arguments in the debate—their arguments assume that they win significant link and impact defense, or else the specificity of our arguments proves that they are highly probable

The fact that their impact is already happening causes us to overestimate it—every high magnitude impact should be seen as highly probable

YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
Hindsight bias is when subjects, after learning the eventual outcome, give a much higher estimate for the predictability of that outcome than subjects who predict the outcome without advance knowledge. Hindsight bias is sometimes called the I-knew-it-all-along effect. Fischhoff and Beyth (1975) presented students with historical accounts of unfamiliar incidents, such as a conflict between the Gurkhas and the British in 1814. Given the account as background knowledge, five groups of students were asked what they would have predicted as the probability for each of four outcomes: British victory, Gurkha victory, stalemate with a peace settlement, or stalemate with no peace settlement. Four experimental groups were respectively told that these four outcomes were the historical outcome. The fifth, control group was not told any historical outcome. In every case, a group told an outcome assigned substantially higher probability to that outcome, than did any other group or the control group. Hindsight bias is important in legal cases, where a judge or jury must determine whether a defendant was legally negligent in failing to foresee a hazard (Sanchiro 2003). In an experiment based on an actual legal case, Kamin and Rachlinski (1995) asked two groups to estimate the probability of flood damage caused by blockage of a city-owned drawbridge. The control group was told only the background information known to the city when it decided not to hire a bridge watcher. The experimental group was given this information, plus the fact that a flood had actually occurred. Instructions stated the city was negligent if the foreseeable probability of flooding was greater than 10%. 76% of the control group concluded the flood was so unlikely that no precautions were necessary; 57% of the experimental group concluded the flood was so likely that failure to take precautions was legally negligent. A third experimental group was told the outcome and also explicitly instructed to avoid hindsight bias, which made no difference: 56% concluded the city was legally negligent. Judges cannot simply instruct juries to avoid hindsight bias; that debiasing manipulation has no significant effect. Viewing history through the lens of hindsight, we vastly underestimate the cost of preventing catastrophe. In 1986, the space shuttle Challenger exploded for reasons eventually traced to an O-ring losing flexibility at low temperature. (Rogers et. al. 1986.) There were warning signs of a problem with the O-rings. But preventing the Challenger disaster would have required, not attending to the problem with the O-rings, but attending to every warning sign which seemed as severe as the O-ring problem, without benefit of hindsight.

A2: RESCHER (LOW PROB = ZERO)

The magnitude of our impact justifies evaluation even if the probability is very low—Rescher concedes
RESCHER 2003 (Nicholas, Prof of Philosophy at the University of Pittsburgh, Sensible Decisions: Issues of Rational Decision in Personal Choice and Public Policy, p. 51)
This is clearly not something that can be resolved in a once-and-for-all manner.  It may vary from case to case and possibly even from individual to individual, changing with the “cautiousness” of the person involved, representing an aspect of an individual’s stance toward the whole risk-taking process.  And it may also be taken to vary with the magnitude of the stake at issue.  It seems plausible to allow the threshold of effective zerohood to reflect the magnitude of the threat at issue, taking lower values as the magnitude of the stake at issue increases. (Such a policy seems in smooth accord with the fundamental principle of risk management that greater potential losses should be risked only when their chances for realization are less.)
A2: NO HISTORICAL PRECEDENT
This is backwards—events that are occurring now or have happened before are more likely to provoke effective responses because we have more experience dealing with them

The fact that our impact has not occurred before is a reason that it should be given higher probability—known catastrophes cause prevention but unpredictable ones do not
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
Taleb (2005) suggests that hindsight bias and availability bias bear primary responsibility for our failure to guard against what Taleb calls Black Swans. Black Swans are an especially difficult version of the problem of the fat tails: sometimes most of the variance in a process comes from exceptionally rare, exceptionally huge events. Consider a financial instrument that earns $10 with 98% probability, but loses $1000 with 2% probability; it's a poor net risk, but it looks like a steady winner. Taleb (2001) gives the example of a trader whose strategy worked for six years without a single bad quarter, yielding close to $80 million - then lost $300 million in a single catastrophe. Another example is that of Long-Term Capital Management, a hedge fund whose founders included two winners of the Nobel Prize in Economics. During the Asian currency crisis and Russian bond default of 1998, the markets behaved in a literally unprecedented fashion, assigned a negligible probability by LTCM's historical model. As a result, LTCM began to lose $100 million per day, day after day. On a single day in 1998, LTCM lost more than $500 million. (Taleb 2005.) The founders of LTCM later called the market conditions of 1998 a "ten-sigma event". But obviously it was not that improbable. Mistakenly believing that the past was predictable, people conclude that the future is predictable. As Fischhoff (1982) puts it: When we attempt to understand past events, we implicitly test the hypotheses or rules we use both to interpret and to anticipate the world around us. If, in hindsight, we systematically underestimate the surprises that the past held and holds for us, we are subjecting those hypotheses to inordinately weak tests and, presumably, finding little reason to change them. The lesson of history is that swan happens. People are surprised by catastrophes lying outside their anticipation, beyond their historical probability distributions. Then why are we so taken aback when Black Swans occur? Why did LTCM borrow leverage of $125 billion against $4.72 billion of equity, almost ensuring that any Black Swan would destroy them? Because of hindsight bias, we learn overly specific lessons. After September 11th, the U.S. Federal Aviation Administration prohibited box-cutters on airplanes. The hindsight bias rendered the event too predictable in retrospect, permitting the angry victims to find it the result of 'negligence' - such as intelligence agencies' failure to distinguish warnings of Al Qaeda activity amid a thousand other warnings. We learned not to allow hijacked planes to overfly our cities. We did not learn the lesson: "Black Swans occur; do what you can to prepare for the unanticipated." Taleb (2005) writes: It is difficult to motivate people in the prevention of Black Swans... Prevention is not easily perceived, measured, or rewarded; it is generally a silent and thankless activity. Just consider that a costly measure is taken to stave off such an event. One can easily compute the costs while the results are hard to determine. How can one tell its effectiveness, whether the measure was successful or if it just coincided with no particular accident? ... Job performance assessments in these matters are not just tricky, but may be biased in favor of the observed "acts of heroism". History books do not account for heroic preventive measures.

A2: YOUR IMPACT IS VAGUE
The vagueness of our impact only makes it more threatening—specificity relies on a logical fallacy—the conjunctive hypothesis
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
The conjunction fallacy similarly applies to futurological forecasts. Two independent sets of professional analysts at the Second International Congress on Forecasting were asked to rate, respectively, the probability of "A complete suspension of diplomatic relations between the USA and the Soviet Union, sometime in 1983" or "A Russian invasion of Poland, and a complete suspension of diplomatic relations between the USA and the Soviet Union, sometime in 1983". The second set of analysts responded with significantly higher probabilities. (Tversky and Kahneman 1983.) In Johnson et. al. (1993), MBA students at Wharton were scheduled to travel to Bangkok as part of their degree program. Several groups of students were asked how much they were willing to pay for terrorism insurance. One group of subjects was asked how much they were willing to pay for terrorism insurance covering the flight from Thailand to the US. A second group of subjects was asked how much they were willing to pay for terrorism insurance covering the round-trip flight. A third group was asked how much they were willing to pay for terrorism insurance that covered the complete trip to Thailand. These three groups responded with average willingness to pay of $17.19, $13.90, and $7.44 respectively. According to probability theory, adding additional detail onto a story must render the story less probable. It is less probable that Linda is a feminist bank teller than that she is a bank teller, since all feminist bank tellers are necessarily bank tellers. Yet human psychology seems to follow the rule that adding an additional detail can make the story more plausible. People might pay more for international diplomacy intended to prevent nanotechnological warfare by China, than for an engineering project to defend against nanotechnological attack from any source. The second threat scenario is less vivid and alarming, but the defense is more useful because it is more vague. More valuable still would be strategies which make humanity harder to extinguish without being specific to nanotechnologic threats - such as colonizing space, or see Yudkowsky (this volume) on AI. Security expert Bruce Schneier observed (both before and after the 2005 hurricane in New Orleans) that the U.S. government was guarding specific domestic targets against "movie-plot scenarios" of terrorism, at the cost of taking away resources from emergency-response capabilities that could respond to any disaster. (Schneier 2005.) Overly detailed reassurances can also create false perceptions of safety: "X is not an existential risk and you don't need to worry about it, because A, B, C, D, and E"; where the failure of any one of propositions A, B, C, D, or E potentially extinguishes the human species. "We don't need to worry about nanotechnologic war, because a UN commission will initially develop the technology and prevent its proliferation until such time as an active shield is developed, capable of defending against all accidental and malicious outbreaks that contemporary nanotechnology is capable of producing, and this condition will persist indefinitely." Vivid, specific scenarios can inflate our probability estimates of security, as well as misdirecting defensive investments into needlessly narrow or implausibly detailed risk scenarios. More generally, people tend to overestimate conjunctive probabilities and underestimate disjunctive probabilities. (Tversky and Kahneman 1974.) That is, people tend to overestimate the probability that, e.g., seven events of 90% probability will all occur. Conversely, people tend to underestimate the probability that at least one of seven events of 10% probability will occur. Someone judging whether to, e.g., incorporate a new startup, must evaluate the probability that many individual events will all go right (there will be sufficient funding, competent employees, customers will want the product) while also considering the likelihood that at least one critical failure will occur (the bank refuses a loan, the biggest project fails, the lead scientist dies). This may help explain why only 44% of entrepreneurial ventures3 survive after 4 years. (Knaup 2005.) Dawes (1988) observes: 'In their summations lawyers avoid arguing from disjunctions ("either this or that or the other could have occurred, all of which would lead to the same conclusion") in favor of conjunctions. Rationally, of course, disjunctions are much more probable than are conjunctions.'
A2: HIGH MAGNITUDE/LOW RISK BAD
The magnitude of our impact causes underestimation—we don’t want to believe the worst outcomes so we give defense more credibility than it deserves
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
Wason's 2-4-6 task is a "cold" form of confirmation bias; people seek confirming but not falsifying evidence. "Cold" means that the 2-4-6 task is an affectively neutral case of confirmation bias; the belief held is logical, not emotional. "Hot" refers to cases where the belief is emotionally charged, such as political argument. Unsurprisingly, "hot" confirmation biases are stronger - larger in effect and more resistant to change. Active, effortful confirmation biases are labeled motivated cognition (more ordinarily known as "rationalization"). As put by Brenner et. al. (2002) in "Remarks on Support Theory": Clearly, in many circumstances, the desirability of believing a hypothesis may markedly influence its perceived support... Kunda (1990) discusses how people who are motivated to reach certain conclusions attempt to construct (in a biased fashion) a compelling case for their favored hypothesis that would convince an impartial audience. Gilovich (2000) suggests that conclusions a person does not want to believe are held to a higher standard than conclusions a person wants to believe. In the former case, the person asks if the evidence compels one to accept the conclusion, whereas in the latter case, the person asks instead if the evidence allows one to accept the conclusion. When people subject disagreeable evidence to more scrutiny than agreeable evidence, this is known as motivated skepticism or disconfirmation bias. Disconfirmation bias is especially destructive for two reasons: First, two biased reasoners considering the same stream of evidence can shift their beliefs in opposite directions - both sides selectively accepting only favorable evidence. Gathering more evidence may not bring biased reasoners to agreement. Second, people who are more skilled skeptics - who know a larger litany of logical flaws - but apply that skill selectively, may change their minds more slowly than unskilled reasoners. Taber and Lodge (2000) examined the prior attitudes and attitude changes of students when exposed to political literature for and against gun control and affirmative action. The study tested six hypotheses using two experiments: 1. Prior attitude effect. Subjects who feel strongly about an issue - even when encouraged to be objective - will evaluate supportive arguments more favorably than contrary arguments. 2. Disconfirmation bias. Subjects will spend more time and cognitive resources denigrating contrary arguments than supportive arguments. 3. Confirmation bias. Subjects free to choose their information sources will seek out supportive rather than contrary sources. 4. Attitude polarization. Exposing subjects to an apparently balanced set of pro and con arguments will exaggerate their initial polarization. 5. Attitude strength effect. Subjects voicing stronger attitudes will be more prone to the above biases. 6. Sophistication effect. Politically knowledgeable subjects, because they possess greater ammunition with which to counter-argue incongruent facts and arguments, will be more prone to the above biases. Ironically, Taber and Lodge's experiments confirmed all six of the authors' prior hypotheses. Perhaps you will say: "The experiment only reflects the beliefs the authors started out with - it is just a case of confirmation bias." If so, then by making you a more sophisticated arguer - by teaching you another bias of which to accuse people - I have actually harmed you; I have made you slower to react to evidence. I have given you another opportunity to fail each time you face the challenge of changing your mind. Heuristics and biases are widespread in human reasoning. Familiarity with heuristics and biases can enable us to detect a wide variety of logical flaws that might otherwise evade our inspection. But, as with any ability to detect flaws in reasoning, this inspection must be applied evenhandedly: both to our own ideas and the ideas of others; to ideas which discomfort us and to ideas which comfort us. Awareness of human fallibility is a dangerous knowledge, if you remind yourself of the fallibility of those who disagree with you. If I am selective about which arguments I inspect for errors, or even how hard I inspect for errors, then every new rule of rationality I learn, every new logical flaw I know how to detect, makes me that much stupider. Intelligence, to be useful, must be used for something other than defeating itself. You cannot "rationalize" what is not rational to begin with - as if lying were called "truthization". There is no way to obtain more truth for a proposition by bribery, flattery, or the most passionate argument - you can make more people believe the proposition, but you cannot make it more true. To improve the truth of our beliefs we must change our beliefs. Not every change is an improvement, but every improvement is necessarily a change. Our beliefs are more swiftly determined than we think. Griffin and Tversky (1992) discreetly approached 24 colleagues faced with a choice between two job offers, and asked them to estimate the probability that they would choose each job offer. The average confidence in the choice assigned the greater probability was a modest 66%. Yet only 1 of 24 respondents chose the option initially assigned the lower probability, yielding an overall accuracy of 96% (one of few reported instances of human underconfidence). The moral may be that once you can guess what your answer will be - once you can assign a greater probability to your answering one way than another - you have, in all probability, already decided. And if you were honest with yourself, you would often be able to guess your final answer within seconds of hearing the question. We change our minds less often than we think. How fleeting is that brief unnoticed moment when we can't yet guess what our answer will be, the tiny fragile instant when there's a chance for intelligence to act. In questions of choice, as in questions of fact. Thor Shenkel said: "It ain't a true crisis of faith unless things could just as easily go either way." Norman R. F. Maier said: "Do not propose solutions until the problem has been discussed as thoroughly as possible without suggesting any." Robyn Dawes, commenting on Maier, said: "I have often used this edict with groups I have led - particularly when they face a very tough problem, which is when group members are most apt to propose solutions immediately." In computer security, a "trusted system" is one that you are in fact trusting, not one that is in fact trustworthy. A "trusted system" is a system which, if it is untrustworthy, can cause a failure. When you read a paper which proposes that a potential global catastrophe is impossible, or has a specific annual probability, or can be managed using some specific strategy, then you trust the rationality of the authors. You trust the authors' ability to be driven from a comfortable conclusion to an uncomfortable one, even in the absence of overwhelming experimental evidence to prove a cherished hypothesis wrong. You trust that the authors didn't unconsciously look just a little bit harder for mistakes in equations that seemed to be leaning the wrong way, before you ever saw the final paper. And if authority legislates that the mere suggestion of an existential risk is enough to shut down a project; or if it becomes a de facto truth of the political process that no possible calculation can overcome the burden of a suggestion once made; then no scientist will ever again make a suggestion, which is worse. I don't know how to solve this problem. But I think it would be well for estimators of existential risks to know something about heuristics and biases in general, and disconfirmation bias in particular.

A2: LOW PROBABILITY BAD
Overconfidence in predictions causes us to underestimate extreme results—experimental data proves that events predicted at one-in-fifty occur forty percent of the time
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
What confidence do people place in their erroneous estimates? In section 1 on availability, I discussed an experiment on perceived risk, in which subjects overestimated the probability of newsworthy causes of death in a way that correlated to their selective reporting in newspapers. Slovic et. al. (1982) also observed: A particularly pernicious aspect of heuristics is that people typically have great confidence in judgments based upon them. In another followup to the study on causes of death, people were asked to indicate the odds that they were correct in choosing the more frequent of two lethal events (Fischoff, Slovic, and Lichtenstein, 1977)... In Experiment 1, subjects were reasonably well calibrated when they gave odds of 1:1, 1.5:1, 2:1, and 3:1. That is, their percentage of correct answers was close to the appropriate percentage correct, given those odds. However, as odds increased from 3:1 to 100:1, there was little or no increase in accuracy. Only 73% of the answers assigned odds of 100:1 were correct (instead of 99.1%). Accuracy "jumped" to 81% at 1000:1 and to 87% at 10,000:1. For answers assigned odds of 1,000,000:1 or greater, accuracy was 90%; the appropriate degree of confidence would have been odds of 9:1... In summary, subjects were frequently wrong at even the highest odds levels. Morever, they gave many extreme odds responses. More than half of their judgments were greater than 50:1. Almost one-fourth were greater than 100:1... 30% of the respondents in Experiment 1 gave odds greater than 50:1 to the incorrect assertion that homicides are more frequent than suicides.' This extraordinary-seeming result is quite common within the heuristics and biases literature, where it is known as overconfidence. Suppose I ask you for your best guess as to an uncertain quantity, such as the number of "Physicians and Surgeons" listed in the Yellow Pages of the Boston phone directory, or total U.S. egg production in millions. You will generate some value, which surely will not be exactly correct; the true value will be more or less than your guess. Next I ask you to name a lower bound such that you are 99% confident that the true value lies above this bound, and an upper bound such that you are 99% confident the true value lies beneath this bound. These two bounds form your 98% confidence interval. If you are well-calibrated, then on a test with one hundred such questions, around 2 questions will have answers that fall outside your 98% confidence interval. Alpert and Raiffa (1982) asked subjects a collective total of 1000 general-knowledge questions like those described above; 426 of the true values lay outside the subjects 98% confidence intervals. If the subjects were properly calibrated there would have been approximately 20 surprises. Put another way: Events to which subjects assigned a probability of 2% happened 42.6% of the time. Another group of 35 subjects was asked to estimate 99.9% confident upper and lower bounds. They received 40% surprises. Another 35 subjects were asked for "minimum" and "maximum" values and were surprised 47% of the time. Finally, a fourth group of 35 subjects were asked for "astonishingly low" and "astonishingly high" values; they recorded 38% surprises. In a second experiment, a new group of subjects was given a first set of questions, scored, provided with feedback, told about the results of previous experiments, had the concept of calibration explained to them at length, and then asked to provide 98% confidence intervals for a new set of questions. The post-training subjects were surprised 19% of the time, a substantial improvement over their pre-training score of 34% surprises, but still a far cry from the well-calibrated value of 2% surprises. Similar failure rates have been found for experts. Hynes and Vanmarke (1976) asked seven internationally known geotechical engineers to predict the height of an embankment that would cause a clay foundation to fail and to specify confidence bounds around this estimate that were wide enough to have a 50% chance of enclosing the true height. None of the bounds specified enclosed the true failure height. Christensen-Szalanski and Bushyhead (1981) reported physician estimates for the probability of pneumonia for 1,531 patients examined because of a cough. At the highest calibrated bracket of stated confidences, with average verbal probabilities of 88%, the proportion of patients actually having pneumonia was less than 20%. In the words of Alpert and Raiffa (1982): 'For heaven's sake, Spread Those Extreme Fractiles! Be honest with yourselves! Admit what you don't know!' Lichtenstein et. al. (1982) reviewed the results of fourteen papers on thirty-four experiments performed by twenty-three researchers studying human calibration. The overwhelmingly strong result was that people are overconfident. In the modern field, overconfidence is no longer noteworthy; but it continues to show up, in passing, in nearly any experiment where subjects are allowed to assign extreme probabilities. Overconfidence applies forcefully to the domain of planning, where it is known as the planning fallacy. Buehler et. al. (1994) asked psychology students to predict an important variable - the delivery time of their psychology honors thesis. They waited until students approached the end of their year-long projects, and then asked the students when they realistically expected to submit their thesis, and also when they would submit the thesis "if everything went as poorly as it possibly could." On average, the students took 55 days to complete their thesis; 22 days longer than they had anticipated; and 7 days longer than their worst-case predictions. Buehler et. al. (1995) asked students for times by which the student was 50% sure, 75% sure, and 99% sure they would finish their academic project. Only 13% of the participants finished their project by the time assigned a 50% probability level, only 19% finished by the time assigned a 75% probability, and 45% finished by the time of their 99% probability level. Buehler et. al. (2002) wrote: "The results for the 99% probability level are especially striking: Even when asked to make a highly conservative forecast, a prediction that they felt virtually certain that they would fulfill, students' confidence in their time estimates far exceeded their accomplishments." Newby-Clark et. al. (2000) found that asking subjects for their predictions based on realistic "best guess" scenarios, and asking subjects for their hoped-for "best case" scenarios, produced indistinguishable results. When asked for their "most probable" case, people tend to envision everything going exactly as planned, with no unexpected delays or unforeseen catastrophes: the same vision as their "best case". Reality, it turns out, usually delivers results somewhat worse than the "worst case".

A2: INTERVENING ACTORS WILL CHECK
This argument is just terrible impact defense—they have to win not only that someone will respond but that this intervention will be successful—every catastrophe in human history proves that intervening actors cannot always stop an impact

The more intervening actors, the less likely they are to stop our impact—just causes diffusion of responsibility and you should always assume you are the key actor
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
My last bias comes, not from the field of heuristics and biases, but from the field of social psychology. A now-famous series of experiments by Latane and Darley (1969) uncovered the bystander effect, also known as bystander apathy, in which larger numbers of people are less likely to act in emergencies - not only individually, but collectively. 75% of subjects alone in a room, noticing smoke entering from under a door, left to report it. When three naive subjects were present, the smoke was reported only 38% of the time. A naive subject in the presence of two confederates who purposely ignored the smoke, even when the room became hazy, left to report the smoke only 10% of the time. A college student apparently having an epileptic seizure was helped 85% of the time by a single bystander and 31% of the time by five bystanders. The bystander effect is usually explained as resulting from diffusion of responsibility and pluralistic ignorance. Being part of a group reduces individual responsibility. Everyone hopes that someone else will handle the problem instead, and this reduces the individual pressure to the point that no one does anything. Support for this hypothesis is adduced from manipulations in which subjects believe that the victim is especially dependent on them; this reduces the bystander effect or negates it entirely. Cialdini (2001) recommends that if you are ever in an emergency, you single out one single bystander, and ask that person to help - thereby overcoming the diffusion.
Reliance on intervening actors is unethical

AITKEN 77(William, teaches philosophy at Chatham College, World Hunger and Moral Obligation, p 93-94)

Some have maintained that there is a fourth minimal condition which a potential helper of a person in need must satisfy in order to be obligated to act—the condition of being the ‘last resort’.  Richard Brandt suggests such a condition in his book, Ethical Theory.  He specifies that it is only in cases where “we are the only one in a position to help” that we have a moral obligation to assist a person in dire need and that the person in need has a right to our assistance. There is a danger in adopting this ‘last resort’ condition since it poses an additional epistemological difficulty, that is, the determination of whether or not I am the last resort.  Beyond this, it is an undesirable condition because it will justify inaction where more than one person could act but where no one is acting.  In most emergency situations there is more than one potential assistor.  For instance, five persons may simultaneously come across a drowning child.  Each would be obligated to act if he were the last resort, but since no single one is the last resort, then all five may refuse to act, claiming that it is not their duty to act any more than it is the duty of the other four and so each one would be justified in not acting.  If this condition is placed on the right to be saved, the child could drown and none of the five spectators could be held morally accountable.  But surely the presence of another person at an accident site does not automatically relieve me of a moral duty to assist the victim in need, any more than the presence of one police officer called to the scene of a bank robbery relieves other officers in the area from attempting to apprehend the suspects.  The condition of last resort is too strong; it is not a minimal condition for obligation.
A2: CRISIS POLITICS BAD

If we win our impact, their argument is backwards—the plan causes a crisis, whereas we prevent it through foresight—the point of uniqueness is to prove that there’s no crisis now—rather that jumping from one crisis to the next, we manage a stable system that prevents or contains disasters

Political calculation prevents otherwise inevitable crisis-based decisions
FITZSIMMONS, 2007 [Michael, Washington DC defense analyst, “The Problem of Uncertainty in Strategic Planning”, Survival, Winter 06-07, online]

But handling even this weaker form of uncertainty is still quite challenging. If not sufficiently bounded, a high degree of variability in planning factors can exact a significant price on planning. The complexity presented by great variability strains the cognitive abilities of even the most sophisticated decisionmakers.15 And even a robust decision-making process sensitive to cognitive limitations necessarily sacrifices depth of analysis for breadth as variability and complexity grows. It should follow, then, that in planning under conditions of risk, variability in strategic calculation should be carefully tailored to available analytic and decision processes. Why is this important? What harm can an imbalance between complexity and cognitive or analytic capacity in strategic planning bring? Stated simply, where analysis is silent or inadequate, the personal beliefs of decision-makers fill the void. As political scientist Richard Betts found in a study of strategic surprise, in ‘an environment that lacks clarity, abounds with conflicting data, and allows no time for rigorous assessment of sources and validity, ambiguity allows intuition or wishfulness to drive interpretation ... The greater the ambiguity, the greater the impact of preconceptions.’16 The decision-making environment that Betts describes here is one of political-military crisis, not long-term strategic planning. But a strategist who sees uncertainty as the central fact of his environment brings upon himself some of the pathologies of crisis decision-making. He invites ambiguity, takes conflicting data for granted and substitutes a priori scepticism about the validity of prediction for time pressure as a rationale for discounting the importance of analytic rigour. It is important not to exaggerate the extent to which data and ‘rigorous assessment’ can illuminate strategic choices. Ambiguity is a fact of life, and scepticism of analysis is necessary. Accordingly, the intuition and judgement of decision-makers will always be vital to strategy, and attempting to subordinate those factors to some formulaic, deterministic decision-making model would be both undesirable and unrealistic. All the same, there is danger in the opposite extreme as well. Without careful analysis of what is relatively likely and what is relatively unlikely, what will be the possible bases for strategic choices? A decision-maker with no faith in prediction is left with little more than a set of worst-case scenarios and his existing beliefs about the world to confront the choices before him. Those beliefs may be more or less well founded, but if they are not made explicit and subject to analysis and debate regarding their application to particular strategic contexts, they remain only beliefs and premises, rather than rational judgements. Even at their best, such decisions are likely to be poorly understood by the organisations charged with their implementation. At their worst, such decisions may be poorly understood by the decision-makers themselves. 

A2: BODY COUNTS BAD

Our body counts are good–the alternative is a dehumanized world of endless bloodshed without responsibility to the dead or the living

CHERNUS 2003 (Ira, Prof of Religious Studies at UC Boulder, “Bring Back the Body Count,” April 1, http://www.commondreams.org/views03/0401-12.htm)

"We don't do body counts," says America's soldier-in-chief, Tommy Franks. That's a damn shame. During the Vietnam war, the body count was served up every day on the evening news. While Americans ate dinner, they watched a graphic visual scorecard: how many Americans had died that day, how many South Vietnamese, and how many Communists. At the time, it seemed the height of dehumanized violence. Compared to Tommy Franks' new way of war, though, the old way looks very humane indeed. True, the body count turned human beings into abstract numbers. But it required soldiers to say to the world, "Look everyone. I killed human beings today. This is exactly how many I killed. I am obliged to count each and every one." It demanded that the killers look at what they had done, think about it (however briefly), and acknowledge their deed. It was a way of taking responsibility. Today's killers avoid that responsibility. They perpetuate the fiction so many Americans want to believe-that no real people die in war, that it's just an exciting video game. It's not merely the dead who disappear; it's the act of killing itself. When the victim's family holds up a picture, U.S. soldiers or journalists can simply reply "Who's that? We have no record of such a person. In fact, we have no records at all. We kill and move on. No time to keep records. No inclination. No reason." This is not just a matter of new technology. There was plenty of long-distance impersonal killing in Vietnam too. But back then, the U.S. military at least went through the motions of going in to see what they had done. True, the investigations were often cursory and the numbers often fictional. No matter how inaccurate the numbers were, though, the message to the public every day was that each body should be counted. At some level, at least, each individual life seemed to matter. The difference between Vietnam and Iraq lies partly in overall strategy. In Vietnam, there was no territory to be conquered and occupied. If U.S. forces seized an area, they knew that sooner or later the Viet Cong would take it back. The only way to measure "victory" was by killing more of them than they killed of us. In Iraq, the goal is control of place. U.S. forces can "take" Basra or Nassiriya and call it a victory, without ever thinking about how many Iraqis had to be killed in the process. So the body count matters less. However, the end of body counts can not be explained simply by the difference in strategy. The old-fashioned body counts disappeared during the first war against Iraq, when the goal was still defined by territory: pushing Iraqi forces out of Kuwait. So It's much more likely that "we don't do body counts" because Vietnam proved how embarrassing they could be. As the U.S. public turned against that war, the body count became a symbol of everything that was inhumane and irrational about that war. The Pentagon fears that the same might happen if the Iraq war bogs down. How much simpler to deny the inhumanity and irrationality of war by denying the obvious fact of slaughter. What I fear is a world where thousands can be killed and no one is responsible, where deaths are erased from history as soon as they happen. The body count was more than an act of responsibility. It was a permanent record. It made each death a historical fact. You can go back and graph those Vietnam deaths from day to day, month to month, year to year. That turns the victims into nameless, faceless abstractions. But it least it confirms for ever and ever that they lived and died, because someone took the time to kill and count them. In Iraq, it is as if the killing never happened. When a human being's death is erased from history, so is their life. Life and death together vanish without a trace. The body count has one other virtue. It is enemy soldiers, not civilians, who are officially counted. Antiwar activists rightly warn about civilian slaughter and watch the toll rise at www.iraqbodycount.org. It is easy to forget that the vast majority of Iraqi dead and wounded will be soldiers. Most of them were pressed into service, either by brute force or economic necessity. As the whole world has been telling us for months, there is no good reason for this war, no good reason for those hapless Iraqi foot-soldiers to die. They are victims of brutality-inflicted by their own government and by ours-just as much as the civilians. They deserve just as much to be counted So let us bring back the body count. If we must kill, let us kill as one human being to another, recognizing the full humanity of our victims. Without a body count, our nation becomes more of a robotic killing machine. As we dehumanize Iraqis, we slip even further into our own dehumanization. Let us bring back the body count. if only to recover our own sense of responsibility to the world's people, to history, to our own humanity.
A2: FOCUS ON SMALL RISK TRADES OFF
Focusing on one risk does not trade off with others
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  115-116)
Another of Easterbrook’s articles commits the closely related “one risk at a time” fallacy.  He thinks that maybe society “can conquer one risk at a time,” and if so we should disregard the risk of biological weapons because there is “a weapon that we know can kill in vast numbers, because it already has: the [atomic] bomb.” It is not true that society can conquer only one risk at a time, nor that hypothetical risk cannot be compared with one that has actually materialized in the past, as if only frequencies and never probabilities could furnish rational motives for action.  We don’t have to await a massive bioterrorist attack in order to have sufficient confidence in the danger to take preventive measures.  That would be like saying that the United and the Soviet Union should not have taken measures to prevent an accidental thermonuclear war until millions of people were killed by a hydrogen bomb.

[the word “states” is omitted from “united states” in my copy of the book]

A2: LONG TIMEFRAME BAD

The focus on short-term impacts is bad—failure to think on a longer time scale invites human extinction

VERSCHUUR 1996 (Gerrit, Adjunct Prof of Physics at U of Memphis, Impact: the Threat of Comets and Asteroids, p. 216)
There is an even more subtle reason why we are unlikely to take collective and significant action to assure the long-term survival of our species. It manifests as the psychological syndrome known as the "illusion of invulnerability." Individuals cannot believe that they will personally succumb in the next catastrophe. This syndrome is at play in those who live happily in earthquake zones, in floodplains, or on the sides of active volcanoes. The existence of the syndrome poses a paradox. If we are concerned about the long-term survival of civilization, we must overcome our genetic predisposition to deal only with the immediate future. Dealing with short-term issues is natural in all animals, and represents the practical way in which to survive from day to day. However, this predisposition is not conducive to assuring a long-term existence. Perhaps that is what is at issue. We have learned much about the natural universe in recent years, and the mind's eye has only just developed the ability to scan millions of years of time. Yet that seems to be no more than an intellectual exercise with little practical use. Perhaps the evolution of our species may yet depend on whether we can succeed in making very long term plans and carrying them out for the benefit of life on earth. Scientific discovery has brought us to the point where we confront the awesome probability that collision with an earth-crossing object will bring an end to civilization. It is no longer a question of whether a massive impact will occur in the future; it is only a matter of when. Even if we think it will be a thousand years from now, the point of raising the issue is to ask ourselves what we plan to do about it. It may be time to think in terms of thousands of years into the future. I am assuming that we care that our species will be around for a long time, and that this question is worth thinking about.

A2: INTERVENING ACTORS
Natural human tendencies reduce the chance that intervening action is successful 
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  122-123)
I mentioned earlier the optimistic backlash against the doomsters.  I was commenting on the content rather than on temperament, but temperament is part of the reason for the difficulty of getting people to focus constructively on the catastrophic risks.  Some people have a natural bent towards optimism; their outlook is sunny.  Others are naturally pessimistic; they have a tendency toward depression.  In still others neither characteristic is strongly marked, and it is among those people that support for constructive responses to the catastrophic risks must be sought.  Optimists would tend to be hopeful that effective responses to these risks would be devised and implemented, but, being optimists, they would heavily discount the risks themselves.  They are not fearful of low-probability events, however dreadful.  Pessimists would tend to worry about the risks—even to exaggerate them—but would despair of being able to do anything about them.  Optimists are hopeful but fearless; pessimists are fearful but hopeless.  (So pessimists are more imaginative than optimists.)  Though for opposite reasons, neither group is strongly motivated to think seriously about devising effective responses to catastrophic risks.  The two groups together are not the entire population, but they are a large part of it and this operates as a drag on the prospects for adoption of proposals for dealing with the risks.
The more intervening actors, the less likely they are to stop our impact—just causes diffusion of responsibility and you should always assume you are the key actor
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
My last bias comes, not from the field of heuristics and biases, but from the field of social psychology. A now-famous series of experiments by Latane and Darley (1969) uncovered the bystander effect, also known as bystander apathy, in which larger numbers of people are less likely to act in emergencies - not only individually, but collectively. 75% of subjects alone in a room, noticing smoke entering from under a door, left to report it. When three naive subjects were present, the smoke was reported only 38% of the time. A naive subject in the presence of two confederates who purposely ignored the smoke, even when the room became hazy, left to report the smoke only 10% of the time. A college student apparently having an epileptic seizure was helped 85% of the time by a single bystander and 31% of the time by five bystanders. The bystander effect is usually explained as resulting from diffusion of responsibility and pluralistic ignorance. Being part of a group reduces individual responsibility. Everyone hopes that someone else will handle the problem instead, and this reduces the individual pressure to the point that no one does anything. Support for this hypothesis is adduced from manipulations in which subjects believe that the victim is especially dependent on them; this reduces the bystander effect or negates it entirely. Cialdini (2001) recommends that if you are ever in an emergency, you single out one single bystander, and ask that person to help - thereby overcoming the diffusion.
We should act now to prevent future disasters—predictions make survival possible but intervening actors won’t save us
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
Moreover, keeping in mind the sobering lessons of the past century cannot but make us wary about humankind’s supposedly unlimited ability for problemsolving or discovering solutions in time to avert calamities. In fact, the historical track-record of last-minute, technical ‘quick-fixes’ is hardly reassuring. What’s more, most of the serious perils that we face today (e.g., nuclear waste, climate change, global terrorism, genocide and civil war) demand complex, sustained, long-term strategies of planning, coordination, and execution. On the other hand, an examination of fatalism makes it readily apparent that the idea that humankind is doomed from the outset puts off any attempt to minimize risks for our successors, essentially condemning them to face cataclysms unprepared. An a priori pessimism is also unsustainable given the fact that long-term preventive action has had (and will continue to have) appreciable beneficial effects; the examples of medical research, the welfare state, international humanitarian law, as well as strict environmental regulations in some countries stand out among many others.

A2: RE-EVOLUTION (ECONOMIST)
Evolution of new intelligent life is unlikely and doesn’t take out our impact
BOSTROM 2011 (Nick, Prof. of Philosophy at Oxford, The Concept of Existential Risk (Draft), http://www.existentialrisk.com/concept.html)
Although it is conceivable that, in the billion or so years during which Earth might remain habitable before being overheated by the expanding sun, a new intelligent species would evolve on our planet to fill the niche vacated by an extinct humanity, this is very far from certain to happen.  The probability of a recrudescence of intelligent life is reduced if the catastrophe causing the extinction of the human species also exterminated the great apes and our other close relatives, as would occur in many (though not all) human-extinction scenarios.  Furthermore, even if another intelligent species were to evolve to take our place, there is no guarantee that the successor species would sufficiently instantiate qualities that we have reason to value.  Intelligence may be necessary for the realization of our future potential for desirable development, but it is not sufficient.  All scenarios involving the premature extinction of humanity will be counted as existential catastrophes, even though some such scenarios may, according to some theories of value, be relatively benign.  It is not part of the definition of existential catastrophe that it is all-things-considered bad, although that will probably be a reasonable supposition in most realistic cases.

A2: GENOCIDE OUTWEIGHS EXTINCTION

Extinction outweighs genocide

BOSTROM 2011 (Nick, Prof. of Philosophy at Oxford, The Concept of Existential Risk (Draft), http://www.existentialrisk.com/concept.html)
We might also consider the issue from a less theoretical standpoint and try to form an evaluation instead by considering analogous cases about which we have definite moral intuitions.  Thus, for example, if we feel confident that committing a small genocide is wrong, and that committing a large genocide is no less wrong, we might conjecture that committing omnicide is also wrong.[26]  And if we believe we have some moral reason to prevent natural catastrophes that would kill a small number of people, and a stronger moral reason to prevent natural catastrophes that would kill a larger number of people, we might conjecture that we have an even stronger moral reason to prevent catastrophes that would kill the entire human population.

A2: VALUE TO LIFE
Human extinction destroys the value to life
BOSTROM 2011 (Nick, Prof. of Philosophy at Oxford, The Concept of Existential Risk (Draft), http://www.existentialrisk.com/concept.html)
We have thus far considered existential risk from the perspective of utilitarianism (combined with several simplifying assumptions). We may briefly consider how the issue might appear when viewed through the lenses of some other ethical outlooks. For example, the philosopher Robert Adams outlines a different view on these matters: I believe a better basis for ethical theory in this area can be found in quite a different direction—in a commitment to the future of humanity as a vast project, or network of overlapping projects, that is generally shared by the human race. The aspiration for a better society—more just, more rewarding, and more peaceful—is a part of this project. So are the potentially endless quests for scientific knowledge and philosophical understanding, and the development of artistic and other cultural traditions. This includes the particular cultural traditions to which we belong, in all their accidental historic and ethnic diversity. It also includes our interest in the lives of our children and grandchildren, and the hope that they will be able, in turn, to have the lives of their children and grandchildren as projects. To the extent that a policy or practice seems likely to be favorable or unfavorable to the carrying out of this complex of projects in the nearer or further future, we have reason to pursue or avoid it. … Continuity is as important to our commitment to the project of the future of humanity as it is to our commitment to the projects of our own personal futures. Just as the shape of my whole life, and its connection with my present and past, have an interest that goes beyond that of any isolated experience, so too the shape of human history over an extended period of the future, and its connection with the human present and past, have an interest that goes beyond that of the (total or average) quality of life of a population- at-a-time, considered in isolation from how it got that way. We owe, I think, some loyalty to this project of the human future. We also owe it a respect that we would owe it even if we were not of the human race ourselves, but beings from another planet who had some understanding of it. (28: 472-473) Since an existential catastrophe would either put an end to the project of the future of humanity or drastically curtail its scope for development, we would seem to have a strong prima facie reason to avoid it, in Adams’ view. We also note that an existential catastrophe would entail the frustration of many strong preferences, suggesting that from a preference-satisfactionist perspective it would be a bad thing. In a similar vein, an ethical view emphasizing that public policy should be determined through informed democratic deliberation by all stakeholders would favor existential-risk mitigation if we suppose, as is plausible, that a majority of the world’s population would come to favor such policies upon reasonable deliberation (even if hypothetical future people are not included as stakeholders). We might also have custodial duties to preserve the inheritance of humanity passed on to us by our ancestors and convey it safely to our descendants.[24] We do not want to be the failing link in the chain of generations, and we ought not to delete or abandon the great epic of human civilization that humankind has been working on for thousands of years, when it is clear that the narrative is far from having reached a natural terminus. Further, many theological perspectives deplore naturalistic existential catastrophes, especially ones induced by human activities:  If God created the world and the human species, one would imagine that He might be displeased if we took it upon ourselves to smash His masterpiece (or if, through our negligence or hubris, we allowed it to come to irreparable harm).[25]
Value-to-life only works one way—our impact would reduce it much more than they would increase it
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  148-149)
1. Human happiness is easily impaired by an increase in the death rate due to war or disease, or by a decline in the standard of living, and a fortiori would be impaired by the sort of catastrophes with which this book is concerned.  It is much more difficult to raise the happiness level.  This is suggested by the fact that while wealthier people are usually happier (as measured, very imperfectly to be sure, by responses to survey questions) than poorer people in the same country, an increase in an individual’s income tends not to produce a proportionate increase in his happiness, and average happiness is only slightly greater in wealthier than in poorer countries.  The fact that increases in a country’s wealth, which are a function to a significant extent of technological progress, produce at most only slight increases in the average happiness of the population implies that technological progress is, to a degree anyway, a running-in-place phenomenon so far as generating human happiness is concerned.  Remember from the introduction “the conversion of humans to more or less immortal near-gods” that David Friedman described as the upside of galloping twenty-first-century scientific advance? It seems rather a dubious plus, and certainly less of one than extinction would be a minus, especially since changing us into “near-gods” could be thought itself a form of extinction rather than a boon because of the discontinuity between a person and a near-god.  We think of early hominids as having become extinct rather than as having become us.

A2: EXISTENTIAL LOGIC = PARALYSIS

Our impact framework doesn’t cause paralysis—the probability that we can solve existential risks still matters

BOSTROM 2011 (Nick, Prof. of Philosophy at Oxford, The Concept of Existential Risk (Draft), http://www.existentialrisk.com/concept.html)
These considerations suggest that the loss in expected value resulting from an existential catastrophe is so enormous that the objective of reducing existential risks should be a dominant consideration whenever we act out of concern for humankind as a whole. It may be useful to adopt the following rule of thumb for such impersonal moral action: Maxipok Maximize the probability of an “OK outcome,” where an OK outcome is any outcome that avoids existential catastrophe. At best, maxipok is a rule of thumb or a prima facie suggestion. It is not a principle of absolute validity, since there clearly are moral ends other than the prevention of existential catastrophe. The principle’s usefulness is as an aid to prioritization. Unrestricted altruism is not so common that we can afford to fritter it away on a plethora of feel-good projects of suboptimal efficacy. If benefiting humanity by increasing existential safety achieves expected good on a scale many orders of magnitude greater than that of alternative contributions, we would do well to focus on this most efficient philanthropy. Note that maxipok is different from the popular maximin principle (“Choose the action that has the best worst-case outcome”).[14] Since we cannot completely eliminate existential risk—at any moment, we might be tossed into the dustbin of cosmic history by the advancing front of a vacuum phase transition triggered in some remote galaxy a billion years ago—the use of maximin in the present context would entail choosing the action that has the greatest benefit under the assumption of impending extinction.  Maximin thus implies that we ought all to start partying as if there were no tomorrow.  While perhaps tempting, that implication is implausible.
***PREDICTIONS
NO PREDICTIONS FRONTLINE
Expert predictions are wrong—we can’t know the future
MENAND 2005 (Louis, “Everybody’s an Expert,” The New Yorker, December 2005, http://www.newyorker.com/archive/2005/12/05/051205crbo_books1?currentPage=1)
It is the somewhat gratifying lesson of Philip Tetlock’s new book, “Expert Political Judgment: How Good Is It? How Can We Know?” (Princeton; $35), that people who make prediction their business—people who appear as experts on television, get quoted in newspaper articles, advise governments and businesses, and participate in punditry roundtables—are no better than the rest of us. When they’re wrong, they’re rarely held accountable, and they rarely admit it, either. They insist that they were just off on timing, or blindsided by an improbable event, or almost right, or wrong for the right reasons. They have the same repertoire of self-justifications that everyone has, and are no more inclined than anyone else to revise their beliefs about the way the world works, or ought to work, just because they made a mistake. No one is paying you for your gratuitous opinions about other people, but the experts are being paid, and Tetlock claims that the better known and more frequently quoted they are, the less reliable their guesses about the future are likely to be. The accuracy of an expert’s predictions actually has an inverse relationship to his or her self-confidence, renown, and, beyond a certain point, depth of knowledge. People who follow current events by reading the papers and newsmagazines regularly can guess what is likely to happen about as accurately as the specialists whom the papers quote. Our system of expertise is completely inside out: it rewards bad judgments over good ones. “Expert Political Judgment” is not a work of media criticism. Tetlock is a psychologist—he teaches at Berkeley—and his conclusions are based on a long-term study that he began twenty years ago. He picked two hundred and eighty-four people who made their living “commenting or offering advice on political and economic trends,” and he started asking them to assess the probability that various things would or would not come to pass, both in the areas of the world in which they specialized and in areas about which they were not expert. Would there be a nonviolent end to apartheid in South Africa? Would Gorbachev be ousted in a coup? Would the United States go to war in the Persian Gulf? Would Canada disintegrate? (Many experts believed that it would, on the ground that Quebec would succeed in seceding.) And so on. By the end of the study, in 2003, the experts had made 82,361 forecasts. Tetlock also asked questions designed to determine how they reached their judgments, how they reacted when their predictions proved to be wrong, how they evaluated new information that did not support their views, and how they assessed the probability that rival theories and predictions were accurate.

Tetlock got a statistical handle on his task by putting most of the forecasting questions into a “three possible futures” form. The respondents were asked to rate the probability of three alternative outcomes: the persistence of the status quo, more of something (political freedom, economic growth), or less of something (repression, recession). And he measured his experts on two dimensions: how good they were at guessing probabilities (did all the things they said had an x per cent chance of happening happen x per cent of the time?), and how accurate they were at predicting specific outcomes. The results were unimpressive. On the first scale, the experts performed worse than they would have if they had simply assigned an equal probability to all three outcomes—if they had given each possible future a thirty-three-per-cent chance of occurring. Human beings who spend their lives studying the state of the world, in other words, are poorer forecasters than dart-throwing monkeys, who would have distributed their picks evenly over the three choices. Tetlock also found that specialists are not significantly more reliable than non-specialists in guessing what is going to happen in the region they study. Knowing a little might make someone a more reliable forecaster, but Tetlock found that knowing a lot can actually make a person less reliable. “We reach the point of diminishing marginal predictive returns for knowledge disconcertingly quickly,” he reports. “In this age of academic hyperspecialization, there is no reason for supposing that contributors to top journals—distinguished political scientists, area study specialists, economists, and so on—are any better than journalists or attentive readers of the New York Times in ‘reading’ emerging situations.” And the more famous the forecaster the more overblown the forecasts. “Experts in demand,” Tetlock says, “were more overconfident than their colleagues who eked out existences far from the limelight.” People who are not experts in the psychology of expertise are likely (I predict) to find Tetlock’s results a surprise and a matter for concern. For psychologists, though, nothing could be less surprising. “Expert Political Judgment” is just one of more than a hundred studies that have pitted experts against statistical or actuarial formulas, and in almost all of those studies the people either do no better than the formulas or do worse. In one study, college counsellors were given information about a group of high-school students and asked to predict their freshman grades in college. The counsellors had access to test scores, grades, the results of personality and vocational tests, and personal statements from the students, whom they were also permitted to interview. Predictions that were produced by a formula using just test scores and grades were more accurate. There are also many studies showing that expertise and experience do not make someone a better reader of the evidence. In one, data from a test used to diagnose brain damage were given to a group of clinical psychologists and their secretaries. The psychologists’ diagnoses were no better than the secretaries’. The experts’ trouble in Tetlock’s study is exactly the trouble that all human beings have: we fall in love with our hunches, and we really, really hate to be wrong. Tetlock describes an experiment that he witnessed thirty years ago in a Yale classroom. A rat was put in a T-shaped maze. Food was placed in either the right or the left transept of the T in a random sequence such that, over the long run, the food was on the left sixty per cent of the time and on the right forty per cent. Neither the students nor (needless to say) the rat was told these frequencies. The students were asked to predict on which side of the T the food would appear each time. The rat eventually figured out that the food was on the left side more often than the right, and it therefore nearly always went to the left, scoring roughly sixty per cent—D, but a passing grade. The students looked for patterns of left-right placement, and ended up scoring only fifty-two per cent, an F. The rat, having no reputation to begin with, was not embarrassed about being wrong two out of every five tries. But Yale students, who do have reputations, searched for a hidden order in the sequence. They couldn’t deal with forty-per-cent error, so they ended up with almost fifty-per-cent error. The expert-prediction game is not much different. When television pundits make predictions, the more ingenious their forecasts the greater their cachet. An arresting new prediction means that the expert has discovered a set of interlocking causes that no one else has spotted, and that could lead to an outcome that the conventional wisdom is ignoring. On shows like “The McLaughlin Group,” these experts never lose their reputations, or their jobs, because long shots are their business. More serious commentators differ from the pundits only in the degree of showmanship. These serious experts—the think tankers and area-studies professors—are not entirely out to entertain, but they are a little out to entertain, and both their status as experts and their appeal as performers require them to predict futures that are not obvious to the viewer. The producer of the show does not want you and me to sit there listening to an expert and thinking, I could have said that. The expert also suffers from knowing too much: the more facts an expert has, the more information is available to be enlisted in support of his or her pet theories, and the more chains of causation he or she can find beguiling. This helps explain why specialists fail to outguess non-specialists. The odds tend to be with the obvious. Tetlock’s experts were also no different from the rest of us when it came to learning from their mistakes. Most people tend to dismiss new information that doesn’t fit with what they already believe. Tetlock found that his experts used a double standard: they were much tougher in assessing the validity of information that undercut their theory than they were in crediting information that supported it. The same deficiency leads liberals to read only The Nation and conservatives to read only National Review. We are not natural falsificationists: we would rather find more reasons for believing what we already believe than look for reasons that we might be wrong. In the terms of Karl Popper’s famous example, to verify our intuition that all swans are white we look for lots more white swans, when what we should really be looking for is one black swan. Also, people tend to see the future as indeterminate and the past as inevitable. If you look backward, the dots that lead up to Hitler or the fall of the Soviet Union or the attacks on September 11th all connect. If you look forward, it’s just a random scatter of dots, many potential chains of causation leading to many possible outcomes. We have no idea today how tomorrow’s invasion of a foreign land is going to go; after the invasion, we can actually persuade ourselves that we knew all along. The result seems inevitable, and therefore predictable. Tetlock found that, consistent with this asymmetry, experts routinely misremembered the degree of probability they had assigned to an event after it came to pass. They claimed to have predicted what happened with a higher degree of certainty than, according to the record, they really did. When this was pointed out to them, by Tetlock’s researchers, they sometimes became defensive. And, like most of us, experts violate a fundamental rule of probabilities by tending to find scenarios with more variables more likely. If a prediction needs two independent things to happen in order for it to be true, its probability is the product of the probability of each of the things it depends on. If there is a one-in-three chance of x and a one-in-four chance of y, the probability of both x and y occurring is one in twelve. But we often feel instinctively that if the two events “fit together” in some scenario the chance of both is greater, not less. The classic “Linda problem” is an analogous case. In this experiment, subjects are told, “Linda is thirty-one years old, single, outspoken, and very bright. She majored in philosophy. As a student, she was deeply concerned with issues of discrimination and social justice and also participated in antinuclear demonstrations.” They are then asked to rank the probability of several possible descriptions of Linda today. Two of them are “bank teller” and “bank teller and active in the feminist movement.” People rank the second description higher than the first, even though, logically, its likelihood is smaller, because it requires two things to be true—that Linda is a bank teller and that Linda is an active feminist—rather than one. It was no news to Tetlock, therefore, that experts got beaten by formulas. But he does believe that he discovered something about why some people make better forecasters than other people. It has to do not with what the experts believe but with the way they think. Tetlock uses Isaiah Berlin’s metaphor from Archilochus, from his essay on Tolstoy, “The Hedgehog and the Fox,” to illustrate the difference. He says: Low scorers look like hedgehogs: thinkers who “know one big thing,” aggressively extend the explanatory reach of that one big thing into new domains, display bristly impatience with those who “do not get it,” and express considerable confidence that they are already pretty proficient forecasters, at least in the long term. High scorers look like foxes: thinkers who know many small things (tricks of their trade), are skeptical of grand schemes, see explanation and prediction not as deductive exercises but rather as exercises in flexible “ad hocery” that require stitching together diverse sources of information, and are rather diffident about their own forecasting prowess. A hedgehog is a person who sees international affairs to be ultimately determined by a single bottom-line force: balance-of-power considerations, or the clash of civilizations, or globalization and the spread of free markets. A hedgehog is the kind of person who holds a great-man theory of history, according to which the Cold War does not end if there is no Ronald Reagan. Or he or she might adhere to the “actor-dispensability thesis,” according to which Soviet Communism was doomed no matter what. Whatever it is, the big idea, and that idea alone, dictates the probable outcome of events. For the hedgehog, therefore, predictions that fail are only “off on timing,” or are “almost right,” derailed by an unforeseeable accident. There are always little swerves in the short run, but the long run irons them out.
The future can’t be predicted
SHERDEN 1998  (William, business consultant, The Fortune Sellers, p. 7)
Current science is proving this deterministic view of the world to be naïve.  The theories of chaos and complexity are revealing the future as fundamentally unpredictable.  This applies to our economy, the stock market, commodity prices, the weather, animal populations (humans included), and many other phenomena.  There are no clear historical patterns that carve well-marked trails into the future.  History does not repeat itself.  The future remains mostly unknowable.
Empirical evidence doesn’t matter—history does not predict the future

SHERDEN 1998 

(William, business consultant, The Fortune Sellers, p. 199)

History does not repeat itself.  The evolution of society is continually new, novel, and full of surprises, with no recurring cycles.  Wars, revolutions, trends, and movements are as different from one another as snowflakes.  “One must expect that events of an intrinsically new character will emerge,” wrote Popper.  “Every single event in social life can be said to be new, in a certain sense.  It may be classified with other events; it may even resemble those events in certain aspects; but it will always be unique in a very definite way…Belief in historical destiny is sheer superstition.”
War is particularly unpredictable

FONT AND RÉGIS 2006 (Joan Pere Plaza i Font UAB – Universitat Autònoma de Barcelona – Spain Dandoy Régis UCL – University of Louvain – Belgium “Chaos Theory and its Application in Political Science” IPSA – AISP Congress Fukuoka, 9 – 13 July 2006 http://www.sciencespo.site.ulb.ac.be/dossiers_membres/dandoy-regis/fichiers/dandoy-regis-publication18.pdf)

Betts (2000) observed a useful application of chaos to strategy and international security. In his view, doubts about government’s capacity to cause intended effects through strategy are reinforced by the chaos theory, given the fact that the strategy results do not follow plans. The complexity and the contingency preclude controlling causes well enough to produce desired effects and little connection between the design and the denouement of strategies is observed. The author stressed that, in this case, the chaos theory emphasizes how small, untraceable events produce major changes, referring to the ‘butterfly effect’ characteristic. Chaos theory sees war as a nonlinear system that produces ‘erratic behaviour’, through disproportionate relationships between inputs and outputs or synergies, and in which the whole is not equal to the sum of the parts (Beyerchen, 1992). However, Betts conceded that chaotic nonlinearity is common in war strategies, but neither absolute nor pervasive. “If chaos theory meant that no prediction is possible, there would be no point in any analysis of the conduct of the war” (Betts, 2000: 20). Those who criticize social science approaches to strategy for false confidence in predictability cannot rest on a rejection of prediction altogether without negating all rationale for strategy. Finally, one should mention that the nonlinear perspective misrepresents the structure of the problem as the military strategy seeks disequilibrium, a way to defeat the enemy rather than to find a mutually acceptable price for exchange. More precise but still rhetorical examples of the application of the chaos theory in the field of the international relations can be found in the example of the spontaneous and mass revolutions as the Iranian revolution of 1978-79 that is considered a massive rupture of chaotic uncertainties and bifurcations into unpredictable dynamical changes in a political system (Farazmand, 2003:341), similarly to the predictions made on the post-castro environment in Cuba (Radu, 2000). A single man – Adolf Hilter – was considered as the ‘butterfly’s wing’ that could cause the German system to bifurcate from democracy to totalitarism (Peled, 2000:31). Similarly, the events of September 2001 in the United States, the appearance of the Macedonian Alexander that ruled the Persian Empire are assessed as good examples of how small scale chaotic events can lead to large scale chaotic consequences with far reaching implications. (Farazmand, 2003:353). But political scientists do not only use metaphors for describing political and IR phenomena. For example, Saperstein (1988) studied empirically whether the development of SDI in the United States would lead to a transition from an offensive to a defensive mode of strategy from ICBM attacks. His complex model appears to be sensitive to noise and even chaotic. The outcomes of the system clearly show erratic oscillations and predict an undesired escalation of risk of strategic intercontinental nuclear war in the case of the development of SDI. They confirmed that, in the political science field, the transition from predictability to chaos in deterministic mathematical system is possible.
Unpredictable changes in initial conditions alter the outcome—human societies are too chaotic to predict

WARD 1996 (Brian, “The Chaos of History: Notes Towards a Postmodernist Historiography,” Limina, Vol 2, http://www.limina.arts.uwa.edu.au/previous/volumes_15/volume_2?f=73934)
Porush establishes the link between narrative-as-history and chaos theory by recognising that before chaos theory, a view of human experience based on the metaphor of the Butterfly Effect was ‘dismissed as pertinent only to the realm of accident, coincidence, kismet, and messy human affairs’.35 Now however, chaos theory suggests that unpredictable or nonlinear events are not only the product of human experience but are also a part of ‘reality’. Stephen H. Kellert contends that historical events can be seen to unfold as the Butterfly Effect suggests because history teems ‘with examples of small events that led to momentous and long-lasting changes in the course of human affairs.’36 Porush and Kellert share this belief with physicists like Marcelo Alonso and Gottfried Mayer-Kress. Alonso states that because ‘social systems are not linear, certain local fluctuations (inventions, discoveries, revolutions, wars, [and the] emergence of political leaders etc.) may result in major changes’.37 Mayer-Kress also uses the Butterfly Effect as a historical metaphor to argue that nation states can be described as chaotic systems, and that in such systems small events such as terrorist bombings or minor military deployments can act as catalysts, resulting in all-out nuclear war.38 Chaos theory thus appears to have direct historiographical implications. One consequence of chaos for historiography is that a linear model of causality can no longer be used to determine the causes and effects of historical events. A postmodernist historiography demonstrates the ineffectiveness of linear causality, which cannot take into account the inherent discontinuity and indeterminism of historical events. A new historiography that relies on the techniques of literary criticism to achieve its deconstruction of historical narratives is developing. This postmodernist historiography takes nonlinear causality into account, and acknowledges that a single historical text cannot represent the whole of an event.39 Because of this, any piece of information within the text is considered to be significant, and no detail, however irrelevant or unimportant it appears, can be overlooked. A postmodern historiography accepts that detail within the historical text is crucial and tiny details or fragments of information may have great relevance and importance to the event being studied. William V. Spanos calls these details ‘minute particulars’, and argues that knowing the minute particulars of a historical event can make a difference to the analysis of that event.40 Ankersmit argues that the postmodernist historiographer must be ‘capable of linking a small, insignificant detail in one part of the work he investigates to an apparently unrelated detail in another part of that work’ in order to gain information and meaning out of a historical event recorded in a text or a series of texts.41
Various world systems exist in a critical state where sudden and unpredictable collapse is possible at any time—it is literally impossible to learn from history or identify a cause of war even minutes before it breaks out

BUCHANAN 2002 (Mark, Ubiquity: Why Catastrophes Happen, p. 62)

This book is not only about earthquakes. It is about ubiquitous patterns of change and organization that run through our world at all levels. I have begun with earthquakes and discussed them at some length only to illustrate a way of thinking and to introduce the remarkable dynamics of upheavals associated with the critical state, dynamics that we shall soon see at work in other settings. "When it comes to disastrous episodes of financial collapse, revolutions, or catastrophic wars, we all quite understandably long to identify the causes that make these things happen, so that we might avoid them in the future. But we shall soon find power laws in these settings as well, very possibly because the critical state underlies the dynamics of all of these different kinds of upheaval. It appears that, at many levels, our world is at all times tuned to be on the edge of sudden, radical change, and that these and other upheavals may all be strictly unavoidable and unforeseeable, even just moments before they strike. Consequently, our human longing for explanation may be terribly misplaced, and doomed always to go unsatisfied.
Chaotic interactions are the only possibility for a nuclear war
MILLIKEN 2001 (Jennifer, The social construction of the Korean War: conflict and its possibilities, google books)

Schelling (1966: 55), commenting on the possibility of a 'major nuclear war', claimed that It could only result 'from a process that is not entirely foreseen, from reactions that are not fully predictable, from decisions that are not wholly deliberate, from events that are not fully under control'. I have not been examining the prospect of a major nuclear war (which was not materially a possibility in 1950), but rather how the Korean War could have become a more generalised war than it already was. The routes to general war that I have traced none the less show that Schelling's comments also applied in this Cold War context. A general war was then not fully predictable either it could have resulted from decisions not to fight that type of conflict, but rather to do other things. But - the point to my counterfactual scenarios - these processes were 'foreseeable', meaning here embedded in the conflict grammars of participants in the Korean War and how they could have interacted with one another.
YES PREDICTIONS FRONTLINE
Extinction risks in particular are underestimated—their critique of predictions is backwards
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
I am sometimes asked: "If <existential risk X> is real, why aren't more people doing something about it?" There are many possible answers, a few of which I have touched on here. People may be overconfident and over-optimistic. They may focus on overly specific scenarios for the future, to the exclusion of all others. They may not recall any past extinction events in memory. They may overestimate the predictability of the past, and hence underestimate the surprise of the future. They may not realize the difficulty of preparing for emergencies without benefit of hindsight. They may prefer philanthropic gambles with higher payoff probabilities, neglecting the value of the stakes. They may conflate positive information about the benefits of a technology as negative information about its risks. They may be contaminated by movies where the world ends up being saved. They may purchase moral satisfaction more easily by giving to other charities. Or the extremely unpleasant prospect of human extinction may spur them to seek arguments that humanity will not go extinct, without an equally frantic search for reasons why we would. But if the question is, specifically, "Why aren't more people doing something about it?", one possible component is that people are asking that very question - darting their eyes around to see if anyone else is reacting to the emergency, meanwhile trying to appear poised and unflustered. If you want to know why others aren't responding to an emergency, before you respond yourself, you may have just answered your own question.

Their predictions arguments don’t apply to our disadvantages—imagining unintended catastrophes is both accurate and necessary—this is the author that did their studies
TETLOCK 2009 (Philip Tetlock is the Mitchell Endowed Professor at the University of California, Berkeley, and the author of Expert Political Judgment: How Good Is It? How Can We Know?, The National Interest, August 25, http://www.nationalinterest.org/Article.aspx?id=22040)
The authors point out too that just because something—like geopolitical risk—is hard to quantify does not give you license to ignore it. Rough approximations are better than tacitly treating the risk as zero. Ask the energy companies that rushed into Yeltsin’s Russia in the 1990s to make large fixed-capital investments and were then compelled by Putin in the next decade to “renegotiate.”  This means we need to value contrarian thinkers, even though they can be a royal pain and slow down the adoption of policies preferred by insiders. And so the authors suggest we might consider one much-hyped, but still-useful, method of prying open otherwise-closed minds: scenario planning. This requires policy advocates to envision worlds in which things don’t work out as planned—a world in which we are not greeted as liberators in Iraq; or a world in which deregulation leads not to greater market efficiencies but rather to excessive borrowing that severely destabilizes financial markets.  History rarely overtly repeats itself but it often rhymes—and there is an advantage to those who can pick up the more subtle similarities. Saddam Hussein bore some resemblance to Hitler, but he also bore some to Ceauçescu, Mussolini, Kim Il Sung and Stalin, all of whom played a far more risk-averse geopolitical game. The case for the 2003 invasion of Iraq loses much of its rhetorical force when we use historical analogies in a more nuanced fashion.  The authors are even nimble enough to see that although there are many settings in which foxes like themselves have an advantage—they are slower to jump to premature conclusions and are quicker to change their minds in response to new evidence—hedgehogs are still sometimes remarkably prescient. As far back as 1933, Churchill classified Hitler as a grave threat to Great Britain—a category into which, incidentally, he also tossed Gandhi. Similarly, the most bearish and bullish financial pundits occasionally have their days in the sun.

Tetlock underestimates the accuracy of experts—he excludes questions that would disrupt his model
CAPLAN 2007 (Dr. Bryan Caplan, Dept of Economics and Center for Study of Public Choice at George Mason University, Critical Review 19:1)
For purposes of this review, I took Tetlock’s fox-hedgehog test.  Even though I knew his results in advance, the test pegs me as a moderate hedgehog.  Nevertheless, I find Tetlock’s evidence for the relative superiority of foxes to be compelling.  In fact, I agree with his imaginary “hard-line neopositivist” critic who contends that Tetlock cuts the hedgehogs too much slack.  I part ways with Tetlock on some major issues, but I do not claim that he underestimates my own cognitive style.   My main quarrels are, rather, that Tetlock underestimates experts in general, and does too little to discourage demagogues from misinterpreting his results.  How does Tetlock underestimate the experts? In a nutshell, his questions are too hard for experts, and too easy for chimps.  Tetlock deliberately avoids asking experts what he calls “dumb questions.” But it is on these so-called dumb questions that experts’ predictions shine, relative to random guessing.  Conversely, by partitioning possible responses into reasonable categories (using methods I will shortly explain), Tetlock saved the chimps from severe embarrassment that experts would have avoided in their own.  Furthermore, even if the experts are no better than Tetlock finds, he does too little to discourage demagogues from misinterpreting his results as a vindication of populism.  There is only one major instance in which Tetlock compares the accuracy of experts to the accuracy of laymen.  The result: The laymen (undergraduate Berkeley psychology majors—quite elite in absolute terms) were far inferior not only to experts, but to chimps.  Thus, the only relevant data in Expert Political Judgment further undermine the populist view that the man in the street knows as much as the experts.  But the back cover of Tetlock’s book still features a confused blurb from The New Yorker claiming that “the somewhat gratifying lesson of Philip Tetlock’s new book” is “that people who make prediction their business…are no better than the rest of us.” Tetlock found no such thing.  But in his quest to make experts more accountable, he has accidentally encouraged apologists for popular fallacies.  It is important for Tetlock to clear up this misunderstanding before it goes any farther.  His goal, after all, is to make experts better, not to delude the man in the street into thinking that experts have nothing to teach him.

The unreliability of prediction works both ways—this denies the predictions of experts who say that our impact will not happen
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  112)
Polarization of views is a marked tendency of public-intellectual discourse.  Intellectuals appeal to a popular audience by taking extreme positions that arrest attention and differentiate the speaker or writer from his competitors in the public-intellectual market.  Environmental extremists, such as Paul Ehrlich, have learned this lesson well.  At the same time, their extremism makes them broad targets—but the tendency of public-intellectual discourse toward extreme positions leads the attackers to overshoot the mark.  An early example is a book by John Maddox called The Doomsday Syndrome (1972), which uses the excesses of Ehrlich, Barry Commoner, Rachel Carson, and other well-known environmentalists to disparage doomsday scenarios.  The book is well written and well informed, but the author’s impercipience regarding advances in bioengineering and computerization is striking.  Not that he could be expected to have predicted them; but he shouldn’t have thought he could see the future clearly enough to dismiss the risks that continued advances in these fields might create.

Even if our predictions are bad the possibility of extinction means that we should use them
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  18)
The example suggests that the reason human survival  beyond, say, the twenty-second century has little resonance with most of us is merely that the future is hazy; the haziness illustrates the operation of imagination cost.  The future that is now the present was as hazy to the Romans as our future is to us.  But that would not have been a good reason for their risking the destruction of the human race in what to them was the remote and therefore weightless future.  Where the example is misleading, however, is in failing to extrapolate from the Romans’ assumed ability (assumed in my example, that is—obviously the assumption is contrary to fact) to build a particle accelerator 2,000 years ago.  If they had had that much knowledge in 4 A.D., then probably within a few hundred more years they would have learned how to avoid an accelerator disaster, and so the risk of extinction by 2004 would have been smaller than 1 in 500.  Nevertheless the example is relevant to whether we should be utterly insouciant about the fate of our remote descendants (“remote” on the scale of thousands, not millions or billions, of years).  It does not answer the question how much we “owe” the remote future, but the answer may not be important.  The threat that the catastrophic risks pose in the near future, the current century, may be a sufficient basis for taking effective action now to prevent the risks from ever materializing.

Recognizing that we can’t see the future means we should try even harder to predict and avoid disasters—we have an ethical responsibility even if we don’t always guess correctly
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
When engaging in the labor of preventive foresight, the first obstacle that one is likely to encounter from some intellectual circles is a deep-seated skepticism about the very value of the exercise. A radically postmodern line of thinking, for instance, would lead us to believe that it is pointless, perhaps even harmful, to strive for farsightedness in light of the aforementioned crisis of conventional paradigms of historical analysis. If, contra teleological models, history has no intrinsic meaning, direction, or endpoint to be discovered through human reason, and if, contra scientistic futurism, prospective trends cannot be predicted without error, then the abyss of chronological inscrutability supposedly opens up at our feet. The future appears to be unknowable, an outcome of chance. Therefore, rather than embarking upon grandiose speculation about what may occur, we should adopt a pragmatism that abandons itself to the twists and turns of history; let us be content to formulate ad hoc responses to emergencies as they arise. While this argument has the merit of underscoring the fallibilistic nature of all predictive schemes, it conflates the necessary recognition of the contingency of history with unwarranted assertions about the latter’s total opacity and indeterminacy. Acknowledging the fact that the future cannot be known with absolute certainty does not imply abandoning the task of trying to understand what is brewing on the horizon and to prepare for crises already coming into their own. In fact, the incorporation of the principle of fallibility into the work of prevention means that we must be ever more vigilant for warning signs of disaster and for responses that provoke unintended or unexpected consequences (a point to which I will return in the final section of this paper). In addition, from a normative point of view, the acceptance of historical contingency and of the self-limiting character of farsightedness places the duty of preventing catastrophe squarely on the shoulders of present generations. The future no longer appears to be a metaphysical creature of destiny or of the cunning of reason, nor can it be sloughed off to pure randomness. It becomes, instead, a result of human action shaped by decisions in the present – including, of course, trying to anticipate and prepare for possible and avoidable sources of harm to our successors.

We have an obligation to make predictions and act now—delay is unethical and decreases the chance that interventions are effective
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
In a word, then, procrastination makes little sense for three principal reasons: it exponentially raises the costs of eventual future action; it reduces preventive options; and it erodes their effectiveness. With the foreclosing of long-range alternatives, later generations may be left with a single course of action, namely, that of merely reacting to large-scale emergencies as they arise. We need only think of how it gradually becomes more difficult to control climate change, let alone reverse it, or to halt mass atrocities once they are underway. Preventive foresight is grounded in the opposite logic, whereby the decision to work through perils today greatly enhances both the subsequent room for maneuver and the chances of success. Humanitarian, environmental, and techno-scientific activists have convincingly shown that we cannot afford not to engage in preventive labor. Moreover, I would contend that farsighted cosmopolitanism is not as remote or idealistic a prospect as it appears to some, for as Falk writes, “[g]lobal justice between temporal communities, however, actually seems to be increasing, as evidenced by various expressions of greater sensitivity to past injustices and future dangers.”36 Global civil society may well be helping a new generational self-conception take root, according to which we view ourselves as the provisional caretakers of our planetary commons. Out of our sense of responsibility for the well-being of those who will follow us, we come to be more concerned about the here and now.

SPACE PREDICTIONS GOOD

Predictions about the future of space are possible—debating them improves policymaking and solves the reasons that predictions fail

HUNTLEY et al 2010 (Wade L. Huntley, US Naval Postgraduate School; Joseph G. Bock, Kroc Institute for International Peace Studies; Miranda Weingartner, Weingartner Consulting; “Planning the unplannable: Scenarios on the future of space,” Space Policy 26)

Few space security analysts have focused on the possibilities for cooperation to function more organically as an element of the evolution of human space activities, rather than simply as a structure applied to that evolution. The more organic possibility reflects the potential over time for cooperative agreements and institutions to change state interests themselves. Processes facilitating such evolution include strategic interest convergence, information creation and sharing, ‘‘spillover’’ and ‘‘feedback’’ effects, issue scope expansion and integration, and the facilitation of transnational linkages. Interacting synergistically with the interests they are influencing, such cooperation evolves dynamically as well. As such cooperation deepens its roots among all parties, it can begin to endure self-sustainably.21 The potential for more organic principles and cooperative institutions to shape the nature of political relations themselves suggests a more expansive concept of the underlying nature of interstate relations e one that need not always resemble the realist image of a Hobbesian ‘‘war of all against all’’. Hedley Bull’s ‘‘anarchical society’’ and Daniel Deudney’s ‘‘negarchy,’’ for example, capture the past and present existence of international political orders that, despite the absence of hierarchical government, have functioned as qualitatively distinct governance systems.22 Application of concepts of qualitatively distinct political ordering principles to developing governance conditions of the future human presence in space is as yet largely unexplored.23 The fluidity of interests and capabilities with respect to space activities suggests a relatively large potential for organized cooperation to influence their evolution. Such cooperative principles and institutions would then become intrinsic to the dynamic political forces shaping the expanding human presence in space, growing and evolving with them, rather than acting as exogenous static structures seeking to constrain those forces.24 The rate and uncertainty of change in both the technological and political dimensions of expanding human space activities complicates this task. Herein lies the value of ‘‘realistic visions’’. Rigorous articulations of the interplay of the wide variety of constraints, tradeoffs, uncertainties, and values entailed in human expansion into space can facilitate evaluation of the applicability of alternative governance concepts to human space activities in the context of dynamic change. Among other things, such visions can explore how alternative futures in space are intimately linked to terrestrial conditions. As the human presence in space develops into an integral aspect of global life, it will increasingly reflect the prevailing conditions of global life. Anticipation of space weaponization premises continued earthly insecurity and conflict, while ambitions for growing commercial and exploratory development of space presume increasing international integration and collaboration. A future in which space becomes a domain of conflict and arms race competition may be irreconcilable with visions for increasing peaceful human presence embodied in today’s growing commercial and exploratory activities. Choices among alternative futures for the human presence in space may depend upon choices among alternative futures for life on Earth as well. The following section reviews the potential for scenariobuilding techniques to inform these choices by providing rigorous detailed visions of future worlds that account for a wide range of current realities and span the spectra of the most important uncertainties. The resulting plausible, integrated visions can yield feasible policy-relevant insights that demonstrably enable current policy making to be more farsighted. Beyond the fruits of the exercises themselves, the longer time-frames entailed in scenario building also facilitate dialogue among diverse parties divided on nearer-term questions. The collaboration enabled can inspire innovation and integrated analysis among diverse experts, leading to the development of a productive ‘‘epistemic community’’25 addressing the full scope of future human space activities. Vision development is only one aspect of long-term planning. Comprehensive knowledge generation and strategies for policy making are also required. But vision development is currently the least well advanced. All global policy debate, including US national security policy making, can benefit from having a fuller range of rigorous and credible assessments of long-term prospects from which to draw.
Even if our specific predictions turn out to be wrong, making them is still good—it refines space policy and avoids nuclear war
HUNTLEY et al 2010 (Wade L. Huntley, US Naval Postgraduate School; Joseph G. Bock, Kroc Institute for International Peace Studies; Miranda Weingartner, Weingartner Consulting; “Planning the unplannable: Scenarios on the future of space,” Space Policy 26)
On 16 March 1966 Neil Armstrong deftly piloted the Gemini VIII within 0.9 meters of the pre-launched Agena Target Vehicle, then slowly accomplished the world’s first orbital docking. Armstrong and co-pilot David Scott were still in a celebratory mood, when Scott noticed the Gemini beginning to roll. Armstrong used the Orbit Attitude and Maneuvering System thrusters, but the moment he throttled down, they started to roll again. Turning off the Agena seemed to stop the problem for a few minutes. But when it began again, the roll was accelerating. They undocked and with a long burst of translation thrusters moved away from the Agena. But the roll continued to accelerate. Tumbling now at one revolution per second, the astronauts were in danger of impaired vision and loss of consciousness. But Armstrong was able to bring the wild oscillations under control thanks in part to preparation by a flight simulation training exercise that many pilots disliked, believing the simulation was too unlikely to waste their scarce training time and energy on.26 Fortunately, NASA did not plan the astronauts’ training based on the most likely scenarios. Instead, they planned on the basis of plausible and important scenarios. Developing plausible scenarios helps us take the long view in a world of great uncertainty.27 Scenarios are narratives of the future defined around a set of unpredictable drivers, intended to expand insight by identifying unexpected but important possible directions and outcomes. Scenarios have a timeline over which meaningful change is possible. They are a useful tool for examining a number of different possible futures. They provide a means to stimulate new thinking, challenge assumptions, and provide an effective framework for dialogue among a diverse group of stakeholders. They can inspire new ideas and innovations by helping identify common goals and interests that transcend current political divides. Scenarios thus help to develop the means to work towards preferred futures.28 Scenarios are stories about the way the world might turn out tomorrow; they do not need to be likely, but they ought to be plausible, internally consistent, and relevant. It is precisely by considering possible, even if not necessarily likely, scenarios that we are best prepared for the unpredictability of the future. By encouraging creative thinking beyond the future we anticipate, scenarios help us become more resilient to unexpected events. With respect to their utility in guiding policy development, three features distinguish good scenarios from simple speculations, linear predictions or fanciful musings of the future: Scenarios are decision focused. Successful scenarios begin and end by clarifying the decisions and actions the participants must make if they are to deal successfully with an uncertain future. One common misconception of scenarios is that they are prescient, path dependent predictions of the future. On the contrary, scenarios are used to order our thoughts amid uncertainty, build common ground among differing perspectives, and think rationally about our options. The value of a set of scenarios accrues not from their accuracy or likelihood, but from their plausibility and the insights they generate. Scenarios are imaginative. In examining a decision within the context of a number of different futures, scenarios require us to look behind fixed assumptions. They encourage participants to challenge conventional wisdom, create new contexts for existing decisions, and think creatively about options for surmounting obstacles. At their core, then, scenarios are about learning.29 Scenarios are logical. The scenario process is formal and disciplined in its use of information and analysis. The creativity and imagination inspired by scenarios can only be as effective as it is based in realistic assessments. In requiring participants to challenge each others’ thoughts, perceptions, and mind-sets, the process helps clarify that reality. Scenarios first emerged following World War II as a method of military planning. This approach was reflected in Herman Kahn’s assertion of the need to ‘‘think the unthinkable’’ concerning the possibilities and implications of war in the atomic age. ‘‘In our times’’, Kahn wrote in 1966, ‘‘thermonuclear war may seem unthinkable, immoral, insane, hideous, or highly unlikely, but it is not impossible’’. 30 Kahn’s motivation was, in part, recognition of the counter-intuitive notion that planning could be a necessary means of avoidance. Analyzing scenarios reached greater methodological sophistication with the work of Pierre Wack, a planner at the London offices of Royal Dutch/Shell. Wack and his colleagues refined the application of scenario thinking to private enterprise. This work helped Shell anticipate the consequences of the emergence of a cartel among oil exporting countries, and to develop various plans to cushion the blow that would (and did) result from formation of the Organization of the Petroleum Exporting Countries (OPEC) in 1960. Shell was also able to anticipate massive economic and political change in the then USSR in the late 1980s.31 Scenario analysis came to be used in the political arena when associates of Wack assisted stakeholders in South Africa in the peaceful transition from apartheid to democracy. Many doubted the country’s prospects; in 1987, the Guardian Weekly quoted Margaret Thatcher’s former spokesman Bernard Ingham as saying that anyone who believed the African National Congress (ANC) would one day rule South Africa was ‘‘living in cloud cuckoo land.’’32 But with operations in South Africa and an interest in preventing anarchy following the downfall of apartheid, Shell sent some of Wack’s prote´ge´s, including Adam Kahane, to convene meetings of top governmental, religious, civic and business leaders at a conference site there called Mont Fleur. From February 1990, when Nelson Mandela was released from prison, to April 1994, when the first all-race elections were held, participants identified relatively certain and uncertain but plausible factors, and then formed into teams to research various alternative futures. In the midst of deep conflict and uncertainty, ‘‘Mont Fleur’’ brought people together from across ideological and political divides to think creatively about the future of their country. The collaboratively drafted scenarios were not a panacea, but did contribute to establishing a common vocabulary and enough mutual understanding for participants to find common ground on complex decisions. In particular, the consensus on the undesirability of three particular scenarios contributed to developing the perception of shared interests that was an important element in the success of the governmental transition.33 Scenario-building and analysis has become a distinct tool of US government policy making, and has been applied directly to future space security issues. For example, one major US Air Force scenario-based study evaluated 25 emerging technologies and 40 separate potential weapons systems through the lens of six ‘‘alternative futures’’ in an effort to guide future Air Force policy choices.34 This exercise (and others like it) exemplifies the potential for applying nonlinear future planning methodologies to large-scale public policy topics, including the future of space. The principal deficiency of such government-sponsored efforts is simply the narrowness of their focus e they are, by design, only concerned about a single government’s decision points and are shaped by the goals, dilemmas and uncertainties most relevant to that single party. Lacking is a parallel process to achieve the same kind of expansive thinking while also incorporating a full range of stakeholders. Such exercises can hardly be generated by governments.
Debates about future space scenarios are good—they minimize uncertainty

HUNTLEY et al 2010 (Wade L. Huntley, US Naval Postgraduate School; Joseph G. Bock, Kroc Institute for International Peace Studies; Miranda Weingartner, Weingartner Consulting; “Planning the unplannable: Scenarios on the future of space,” Space Policy 26)

It is this last type of scenario-building and analysis that is most appropriate for initiating and continuing dialogue around the future use of space. Generative scenarios are particularly well suited to addressing three core challenges: 
 anticipating the technological changes relevant to the full range of the growing human utilization of space that will inevitably unfold over the coming decades; 
 guiding and planning integration across the full range of human space activities in conjunction with evolving terrestrial political conditions; 
 identifying and responding to the critical uncertainties over the directions and implications of long-term developments in both the previous dimensions. Scenario building can address these challenges by providing rigorous, detailed visions of future worlds accounting for a wide range of variables, inevitable change and uncertainty. The collaboration entailed in scenario building can also inspire the creativity and imagination of an expert community representing diverse viewpoints on immediate issues. The resulting plausible, integrated visions, responsive to current realities and robust against future uncertainties, can yield feasible policy-relevant ideas for promoting peaceful development of the future human presence in space despite the wide range of possible future developments both in space and on Earth. As noted earlier, vision development is only one aspect of long-term planning. A comprehensive knowledge base and strategies for policy-making are also required. By integrating expertise in these other areas into vision development, scenario-building exercises can contribute valuable long-term insights to policy debates. The following section reports the results of one such exercise.
UNDERESTIMATE—RELIGION
Americans underestimate catastrophic risk because of religious belief
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  109)
Earlier I suggested a tension between the religious and the scientific worldview.  Reflection on the movies that I have been discussing suggests a more direct tension between religiosity on the one hand and the recognition of the gravity of the catastrophic risks on the other.  The most influential religions in the United States are Christianity and Judaism, and they are both messianic: everything is to come right in the end.  The messianic theme is prominent in science fiction—indeed in all the science-fiction movies that I have discussed—and blunts an awareness of looming disasters.  A benign providence would not permit the human race to become extinct—unless it was arranging a better life for us in the hereafter.  Science fiction casts a salvific aura over science and the future.

UNDERESTIMATE—AVAILABILITY HEURISTIC
Systemic threats do not outweigh extinction—the availability heuristic causes us to underestimate both magnitude and probability
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
A general principle underlying the heuristics-and-biases program is that human beings use methods of thought - heuristics - which quickly return good approximate answers in many cases; but which also give rise to systematic errors called biases. An example of a heuristic is to judge the frequency or probability of an event by its availability, the ease with which examples of the event come to mind. R appears in the third-letter position of more English words than in the first-letter position, yet it is much easier to recall words that begin with "R" than words whose third letter is "R". Thus, a majority of respondents guess that words beginning with "R" are more frequent, when the reverse is the case. (Tversky and Kahneman 1973.) Biases implicit in the availability heuristic affect estimates of risk. A pioneering study by Lichtenstein et. al. (1978) examined absolute and relative probability judgments of risk. People know in general terms which risks cause large numbers of deaths and which cause few deaths. However, asked to quantify risks more precisely, people severely overestimate the frequency of rare causes of death, and severely underestimate the frequency of common causes of death. Other repeated errors were also apparent: Accidents were judged to cause as many deaths as disease. (Diseases cause about 16 times as many deaths as accidents.) Homicide was incorrectly judged a more frequent cause of death than diabetes, or stomach cancer. A followup study by Combs and Slovic (1979) tallied reporting of deaths in two newspapers, and found that errors in probability judgments correlated strongly (.85 and .89) with selective reporting in newspapers. People refuse to buy flood insurance even when it is heavily subsidized and priced far below an actuarially fair value. Kunreuther et. al. (1993) suggests underreaction to threats of flooding may arise from "the inability of individuals to conceptualize floods that have never occurred... Men on flood plains appear to be very much prisoners of their experience... Recently experienced floods appear to set an upward bound to the size of loss with which managers believe they ought to be concerned." Burton et. al. (1978) report that when dams and levees are built, they reduce the frequency of floods, and thus apparently create a false sense of security, leading to reduced precautions. While building dams decreases the frequency of floods, damage per flood is so much greater afterward that the average yearly damage increases. It seems that people do not extrapolate from experienced small hazards to a possibility of large risks; rather, the past experience of small hazards sets a perceived upper bound on risks. A society well-protected against minor hazards will take no action against major risks (building on flood plains once the regular minor floods are eliminated). A society subject to regular minor hazards will treat those minor hazards as an upper bound on the size of the risks (guarding against regular minor floods but not occasional major floods). Risks of human extinction may tend to be underestimated since, obviously, humanity has never yet encountered an extinction event.2

UNDERESTIMATE—HINDSIGHT BIAS
The fact that their impact is already happening causes us to overestimate it—every high magnitude impact should be seen as highly probable
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
Hindsight bias is when subjects, after learning the eventual outcome, give a much higher estimate for the predictability of that outcome than subjects who predict the outcome without advance knowledge. Hindsight bias is sometimes called the I-knew-it-all-along effect. Fischhoff and Beyth (1975) presented students with historical accounts of unfamiliar incidents, such as a conflict between the Gurkhas and the British in 1814. Given the account as background knowledge, five groups of students were asked what they would have predicted as the probability for each of four outcomes: British victory, Gurkha victory, stalemate with a peace settlement, or stalemate with no peace settlement. Four experimental groups were respectively told that these four outcomes were the historical outcome. The fifth, control group was not told any historical outcome. In every case, a group told an outcome assigned substantially higher probability to that outcome, than did any other group or the control group. Hindsight bias is important in legal cases, where a judge or jury must determine whether a defendant was legally negligent in failing to foresee a hazard (Sanchiro 2003). In an experiment based on an actual legal case, Kamin and Rachlinski (1995) asked two groups to estimate the probability of flood damage caused by blockage of a city-owned drawbridge. The control group was told only the background information known to the city when it decided not to hire a bridge watcher. The experimental group was given this information, plus the fact that a flood had actually occurred. Instructions stated the city was negligent if the foreseeable probability of flooding was greater than 10%. 76% of the control group concluded the flood was so unlikely that no precautions were necessary; 57% of the experimental group concluded the flood was so likely that failure to take precautions was legally negligent. A third experimental group was told the outcome and also explicitly instructed to avoid hindsight bias, which made no difference: 56% concluded the city was legally negligent. Judges cannot simply instruct juries to avoid hindsight bias; that debiasing manipulation has no significant effect. Viewing history through the lens of hindsight, we vastly underestimate the cost of preventing catastrophe. In 1986, the space shuttle Challenger exploded for reasons eventually traced to an O-ring losing flexibility at low temperature. (Rogers et. al. 1986.) There were warning signs of a problem with the O-rings. But preventing the Challenger disaster would have required, not attending to the problem with the O-rings, but attending to every warning sign which seemed as severe as the O-ring problem, without benefit of hindsight.

UNDERESTIMATE—TECH OPTIMISM
Technological optimism causes us to downplay risk

POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  116)
What I have called the optimistic backlash against the doomsters actually is not merely reactive; it has roots in a long history of technological optimism in American culture.  People have difficulty holding in their head at one and the same time that modern technology is creating both enormous benefits and enormous risks, and that both the benefits and the risks are growing—the latter quite possibly more rapidly—with continued technological progress.  This difficulty, which is rooted in the mental quirk that psychologists call “cognitive dissonance,” is of a piece with the tendency of people to write down risks to safety when they perceive benefits to an unsafe activity and write them up when they perceive no benefits.

UNDERESTIMATE—MAGNITUDE
The magnitude of our impact causes underestimation—we don’t want to believe the worst outcomes so we give defense more credibility than it deserves
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
Wason's 2-4-6 task is a "cold" form of confirmation bias; people seek confirming but not falsifying evidence. "Cold" means that the 2-4-6 task is an affectively neutral case of confirmation bias; the belief held is logical, not emotional. "Hot" refers to cases where the belief is emotionally charged, such as political argument. Unsurprisingly, "hot" confirmation biases are stronger - larger in effect and more resistant to change. Active, effortful confirmation biases are labeled motivated cognition (more ordinarily known as "rationalization"). As put by Brenner et. al. (2002) in "Remarks on Support Theory": Clearly, in many circumstances, the desirability of believing a hypothesis may markedly influence its perceived support... Kunda (1990) discusses how people who are motivated to reach certain conclusions attempt to construct (in a biased fashion) a compelling case for their favored hypothesis that would convince an impartial audience. Gilovich (2000) suggests that conclusions a person does not want to believe are held to a higher standard than conclusions a person wants to believe. In the former case, the person asks if the evidence compels one to accept the conclusion, whereas in the latter case, the person asks instead if the evidence allows one to accept the conclusion. When people subject disagreeable evidence to more scrutiny than agreeable evidence, this is known as motivated skepticism or disconfirmation bias. Disconfirmation bias is especially destructive for two reasons: First, two biased reasoners considering the same stream of evidence can shift their beliefs in opposite directions - both sides selectively accepting only favorable evidence. Gathering more evidence may not bring biased reasoners to agreement. Second, people who are more skilled skeptics - who know a larger litany of logical flaws - but apply that skill selectively, may change their minds more slowly than unskilled reasoners. Taber and Lodge (2000) examined the prior attitudes and attitude changes of students when exposed to political literature for and against gun control and affirmative action. The study tested six hypotheses using two experiments: 1. Prior attitude effect. Subjects who feel strongly about an issue - even when encouraged to be objective - will evaluate supportive arguments more favorably than contrary arguments. 2. Disconfirmation bias. Subjects will spend more time and cognitive resources denigrating contrary arguments than supportive arguments. 3. Confirmation bias. Subjects free to choose their information sources will seek out supportive rather than contrary sources. 4. Attitude polarization. Exposing subjects to an apparently balanced set of pro and con arguments will exaggerate their initial polarization. 5. Attitude strength effect. Subjects voicing stronger attitudes will be more prone to the above biases. 6. Sophistication effect. Politically knowledgeable subjects, because they possess greater ammunition with which to counter-argue incongruent facts and arguments, will be more prone to the above biases. Ironically, Taber and Lodge's experiments confirmed all six of the authors' prior hypotheses. Perhaps you will say: "The experiment only reflects the beliefs the authors started out with - it is just a case of confirmation bias." If so, then by making you a more sophisticated arguer - by teaching you another bias of which to accuse people - I have actually harmed you; I have made you slower to react to evidence. I have given you another opportunity to fail each time you face the challenge of changing your mind. Heuristics and biases are widespread in human reasoning. Familiarity with heuristics and biases can enable us to detect a wide variety of logical flaws that might otherwise evade our inspection. But, as with any ability to detect flaws in reasoning, this inspection must be applied evenhandedly: both to our own ideas and the ideas of others; to ideas which discomfort us and to ideas which comfort us. Awareness of human fallibility is a dangerous knowledge, if you remind yourself of the fallibility of those who disagree with you. If I am selective about which arguments I inspect for errors, or even how hard I inspect for errors, then every new rule of rationality I learn, every new logical flaw I know how to detect, makes me that much stupider. Intelligence, to be useful, must be used for something other than defeating itself. You cannot "rationalize" what is not rational to begin with - as if lying were called "truthization". There is no way to obtain more truth for a proposition by bribery, flattery, or the most passionate argument - you can make more people believe the proposition, but you cannot make it more true. To improve the truth of our beliefs we must change our beliefs. Not every change is an improvement, but every improvement is necessarily a change. Our beliefs are more swiftly determined than we think. Griffin and Tversky (1992) discreetly approached 24 colleagues faced with a choice between two job offers, and asked them to estimate the probability that they would choose each job offer. The average confidence in the choice assigned the greater probability was a modest 66%. Yet only 1 of 24 respondents chose the option initially assigned the lower probability, yielding an overall accuracy of 96% (one of few reported instances of human underconfidence). The moral may be that once you can guess what your answer will be - once you can assign a greater probability to your answering one way than another - you have, in all probability, already decided. And if you were honest with yourself, you would often be able to guess your final answer within seconds of hearing the question. We change our minds less often than we think. How fleeting is that brief unnoticed moment when we can't yet guess what our answer will be, the tiny fragile instant when there's a chance for intelligence to act. In questions of choice, as in questions of fact. Thor Shenkel said: "It ain't a true crisis of faith unless things could just as easily go either way." Norman R. F. Maier said: "Do not propose solutions until the problem has been discussed as thoroughly as possible without suggesting any." Robyn Dawes, commenting on Maier, said: "I have often used this edict with groups I have led - particularly when they face a very tough problem, which is when group members are most apt to propose solutions immediately." In computer security, a "trusted system" is one that you are in fact trusting, not one that is in fact trustworthy. A "trusted system" is a system which, if it is untrustworthy, can cause a failure. When you read a paper which proposes that a potential global catastrophe is impossible, or has a specific annual probability, or can be managed using some specific strategy, then you trust the rationality of the authors. You trust the authors' ability to be driven from a comfortable conclusion to an uncomfortable one, even in the absence of overwhelming experimental evidence to prove a cherished hypothesis wrong. You trust that the authors didn't unconsciously look just a little bit harder for mistakes in equations that seemed to be leaning the wrong way, before you ever saw the final paper. And if authority legislates that the mere suggestion of an existential risk is enough to shut down a project; or if it becomes a de facto truth of the political process that no possible calculation can overcome the burden of a suggestion once made; then no scientist will ever again make a suggestion, which is worse. I don't know how to solve this problem. But I think it would be well for estimators of existential risks to know something about heuristics and biases in general, and disconfirmation bias in particular.

UNDERESTIMATE—DATA
Their predictions arguments only apply to impact defense because we underestimate extreme results—experimental data proves that events predicted at one-in-fifty occur forty percent of the time
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
What confidence do people place in their erroneous estimates? In section 1 on availability, I discussed an experiment on perceived risk, in which subjects overestimated the probability of newsworthy causes of death in a way that correlated to their selective reporting in newspapers. Slovic et. al. (1982) also observed: A particularly pernicious aspect of heuristics is that people typically have great confidence in judgments based upon them. In another followup to the study on causes of death, people were asked to indicate the odds that they were correct in choosing the more frequent of two lethal events (Fischoff, Slovic, and Lichtenstein, 1977)... In Experiment 1, subjects were reasonably well calibrated when they gave odds of 1:1, 1.5:1, 2:1, and 3:1. That is, their percentage of correct answers was close to the appropriate percentage correct, given those odds. However, as odds increased from 3:1 to 100:1, there was little or no increase in accuracy. Only 73% of the answers assigned odds of 100:1 were correct (instead of 99.1%). Accuracy "jumped" to 81% at 1000:1 and to 87% at 10,000:1. For answers assigned odds of 1,000,000:1 or greater, accuracy was 90%; the appropriate degree of confidence would have been odds of 9:1... In summary, subjects were frequently wrong at even the highest odds levels. Morever, they gave many extreme odds responses. More than half of their judgments were greater than 50:1. Almost one-fourth were greater than 100:1... 30% of the respondents in Experiment 1 gave odds greater than 50:1 to the incorrect assertion that homicides are more frequent than suicides.' This extraordinary-seeming result is quite common within the heuristics and biases literature, where it is known as overconfidence. Suppose I ask you for your best guess as to an uncertain quantity, such as the number of "Physicians and Surgeons" listed in the Yellow Pages of the Boston phone directory, or total U.S. egg production in millions. You will generate some value, which surely will not be exactly correct; the true value will be more or less than your guess. Next I ask you to name a lower bound such that you are 99% confident that the true value lies above this bound, and an upper bound such that you are 99% confident the true value lies beneath this bound. These two bounds form your 98% confidence interval. If you are well-calibrated, then on a test with one hundred such questions, around 2 questions will have answers that fall outside your 98% confidence interval. Alpert and Raiffa (1982) asked subjects a collective total of 1000 general-knowledge questions like those described above; 426 of the true values lay outside the subjects 98% confidence intervals. If the subjects were properly calibrated there would have been approximately 20 surprises. Put another way: Events to which subjects assigned a probability of 2% happened 42.6% of the time. Another group of 35 subjects was asked to estimate 99.9% confident upper and lower bounds. They received 40% surprises. Another 35 subjects were asked for "minimum" and "maximum" values and were surprised 47% of the time. Finally, a fourth group of 35 subjects were asked for "astonishingly low" and "astonishingly high" values; they recorded 38% surprises. In a second experiment, a new group of subjects was given a first set of questions, scored, provided with feedback, told about the results of previous experiments, had the concept of calibration explained to them at length, and then asked to provide 98% confidence intervals for a new set of questions. The post-training subjects were surprised 19% of the time, a substantial improvement over their pre-training score of 34% surprises, but still a far cry from the well-calibrated value of 2% surprises. Similar failure rates have been found for experts. Hynes and Vanmarke (1976) asked seven internationally known geotechical engineers to predict the height of an embankment that would cause a clay foundation to fail and to specify confidence bounds around this estimate that were wide enough to have a 50% chance of enclosing the true height. None of the bounds specified enclosed the true failure height. Christensen-Szalanski and Bushyhead (1981) reported physician estimates for the probability of pneumonia for 1,531 patients examined because of a cough. At the highest calibrated bracket of stated confidences, with average verbal probabilities of 88%, the proportion of patients actually having pneumonia was less than 20%. In the words of Alpert and Raiffa (1982): 'For heaven's sake, Spread Those Extreme Fractiles! Be honest with yourselves! Admit what you don't know!' Lichtenstein et. al. (1982) reviewed the results of fourteen papers on thirty-four experiments performed by twenty-three researchers studying human calibration. The overwhelmingly strong result was that people are overconfident. In the modern field, overconfidence is no longer noteworthy; but it continues to show up, in passing, in nearly any experiment where subjects are allowed to assign extreme probabilities. Overconfidence applies forcefully to the domain of planning, where it is known as the planning fallacy. Buehler et. al. (1994) asked psychology students to predict an important variable - the delivery time of their psychology honors thesis. They waited until students approached the end of their year-long projects, and then asked the students when they realistically expected to submit their thesis, and also when they would submit the thesis "if everything went as poorly as it possibly could." On average, the students took 55 days to complete their thesis; 22 days longer than they had anticipated; and 7 days longer than their worst-case predictions. Buehler et. al. (1995) asked students for times by which the student was 50% sure, 75% sure, and 99% sure they would finish their academic project. Only 13% of the participants finished their project by the time assigned a 50% probability level, only 19% finished by the time assigned a 75% probability, and 45% finished by the time of their 99% probability level. Buehler et. al. (2002) wrote: "The results for the 99% probability level are especially striking: Even when asked to make a highly conservative forecast, a prediction that they felt virtually certain that they would fulfill, students' confidence in their time estimates far exceeded their accomplishments." Newby-Clark et. al. (2000) found that asking subjects for their predictions based on realistic "best guess" scenarios, and asking subjects for their hoped-for "best case" scenarios, produced indistinguishable results. When asked for their "most probable" case, people tend to envision everything going exactly as planned, with no unexpected delays or unforeseen catastrophes: the same vision as their "best case". Reality, it turns out, usually delivers results somewhat worse than the "worst case".

TETLOCK WRONG
Their Tetlock arguments are wrong—his model is bad and experts predictions are accurate
CAPLAN 2007 (Dr. Bryan Caplan, Dept of Economics and Center for Study of Public Choice at George Mason University, Critical Review 19:1)
Once Tetlock puts matters this way, however, it suggests that we should focus more attention on the mousetrap and less on the mouse.  How sophisticated did the mousetrap have to be to make the experts’ performance so poor? What kinds of questions—and question formats—did Tetlock wind up using?  This is one of the rare cases where Tetlock  gets a little defensive.  He writes that he is sorely tempted to dismiss the objection that “the researchers asked the wrong questions of the wrong people at the wrong time” with a curt, “Well, if you think you’d get different results by posing different types of questions to different types of people, go ahead.’ That is how science is supposed to proceed” (185).  The problem with his seemingly reasonable retort is that Tetlock deliberately selected relatively hard questions.  One of his criteria was that questions must

pass the “don’t bother me too often with dumb questions” test…No one expected a coup in the United States or United Kingdom, but many regarded coups as serious possibilities in Saudi Arabia, Nigeria, and so on.  Experts guffawed at judging the nuclear proliferation risk posed by Canada or Norway, but not the risks posed by Pakistan or North Korea.  Some “ridiculous questions” were thus deleted. On reflection, though, a more neutral word for “ridiculous” is “easy.”  If you are comparing experts to the chimp’s strategy of random guessing, excluding easy questions eliminates the areas where experts would have routed the chimps.  Perhaps more compellingly, if you are comparing experts to laymen, positions that experts consider ridiculous often turn out to be popular (Caplan 2007; Somin 2004; Lichter and Rothman 1999; Delli Carpini and Keeter 1996; Thaler 1992; Kraus, Malmfors, and Slovic 1992).  To take only one example, when asked to name the two largest components of the federal budget from a list of six areas, the National Survey of Public Knowledge of Welfare Reform and the Federal Budget (Kaiser Family Foundation and Harvard University 1995) found that foreign aid was respondents’ most common answer, even though only about 1 percent of the budget is devoted to it.  Compared to laymen, then, experts have an uncanny ability to predict foreign aid as a percentage of the budget.  Tetlock also asks quite a few questions that are controversial among the experts themselves.  If his goal were solely to distinguish better and worse experts, this would be fine.  Since Tetlock also wants to evaluate the predictive ability of the average expert, however, there is a simple reason to worry about the inclusion of controversial questions: When experts sharply disagree on a topic, then by definition, the average expert cannot do well.  But Tetlock does more to help the chimp than just avoiding easy questions and asking controversial ones.  He also crafts the response options to make chimps look much more knowledgeable than they are.  When questions dealt with continuous variables (like GDP growth or stock market closes), respondents did not have to give an exact number.  Instead, they were asked whether variables would be above a confidence interval, below a confidence interval, or inside a confidence interval.  The catch is that Tetlock picked confidence intervals that make the chimps’ strategy fairly effective:  The confidence interval was usually defined by plus or minus 0.5 of a standard deviation of the previous five or ten years of values of the variable.  …For example, if GDP growth had been 2.5 percent in the most recently available year, and if the standard deviation of growth values in the last ten years had been 1.5 percent, then the confidence band would have been bounded by 1.75 percent and 3.25 percent. (244) Assuming a normal distribution, Tetlock’s approach ensures that variable will go up with a probability of 31 percent, stay the same with a probability of 38 percent, and go down with a probability of 31 percent.  As a consequence, the chimp strategy of assigning equal probabilities to all events is almost automatically well-calibrated.  If, however, Tetlock had made his confidence interval zero—or three—standard deviations wide, random guessing would have been a predictive disaster, and experts would have shined by comparison. To truly level the playing field between experts and chimps, Tetlock could have asked the experts for exact numbers, and made the chimps guess from a uniform distribution over the whole range of possibilities.  For example, he could have asked about defense spending as a percentage of GDP, and made chimps equally likely to guess every number from 0 to 100.  Unfair to the chimps?  Somewhat, but it is no more unfair than using complex, detailed information to craft three reasonable choices, and then concluding that the chimps’ “guesswork” was almost as good as the experts’ judgment.  To amplify this lesson, consider the classic question of how long it would take a chimp typing at a keyboard to write War and Peace.  If the chimp could type anything he wanted, the sun might go out first.  But what if each key on the keyboard printed a book rather than a letter, and one of those books was War and Peace?  It is a lot easier for a chimp to “write” War and Peace when someone who actually knows how to do so paves the chimp’s way. At this point, one could reasonably object that my corrections merely increase the advantage of experts over chimps.  But they do nothing to narrow the gap between experts and the real winters of Tetlock’s horserace: case-specific extrapolations and formal statistical models.  Both of these methods continue to work well when questions are easy and/or require exact numbers.  Fair enough, but what are the implications? Suppose that, properly measured, experts crush chimps, but still lose to extrapolations and formal models.  Does that make experts’ forecasting abilities “good,” or “bad”? In my view, the right answer is: pretty good.  Almost no one is smart enough to run extrapolations or estimate formal models in his head.  For experts to match formal models, they would have to approach Tetlock’s questions as a consulting project, not “just a survey.”
PREDICTIONS ACCURATE
Predictions of catastrophe are no longer dominated by experts—they’re becoming more accurate every year
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
Combining a sense of analytical contingency toward the future and ethical responsibility for it, the idea of early warning is making its way into preventive action on the global stage. Despite the fact that not all humanitarian, technoscientific, and environmental disasters can be predicted in advance, the multiplication of independent sources of knowledge and detection mechanisms enables us to foresee many of them before it is too late. Indeed, in recent years, global civil society’s capacity for early warning has dramatically increased, in no small part due to the impressive number of NGOs that include catastrophe prevention at the heart of their mandates.17 These organizations are often the first to detect signs of trouble, to dispatch investigative or fact-finding missions, and to warn the international community about impending dangers; to wit, the lead role of environmental groups in sounding the alarm about global warming and species depletion or of humanitarian agencies regarding the AIDS crisis in sub-Saharan Africa, frequently months or even years before Western governments or multilateral institutions followed suit. What has come into being, then, is a loose-knit network of watchdog groups that is acquiring finely tuned antennae to pinpoint indicators of forthcoming or already unfolding crises.

New technology and information processing makes future predictions accurate–we can accurately assess probability and trends
KRESSLEY 97 (Konrad, teaches Political Science and Public Administration at the University of South Alabama, “From Prophecy to Forecasting: Future Studies Grow Up,” Nov 25 http://www.theharbinger.org/xvi/971125/future.html)
A number of technological and scientific breakthroughs in the last half century have made this approach to future studies possible. Of these, remote sensing via satellite, ultra-sensitive instrumentation, and information science have been the most significant. Satellites have made it possible to gain a total world view, producing observations of areas that up to now had been inaccessible or overlooked. This power of observation has been augmented by a wide variety of sophisticated instruments capable of measuring minute differences of chemical compositions, temperatures, and the like. Finally, the advent of the computer spawned information science, with the capacity for storing and analyzing vast amounts of information from the natural and social environment. Natural and social scientists were now able to construct global inventories of information. Perhaps the most powerful conclusion was the complex interdependence of various elements of the natural and social world. It's called "systems analysis." Computer-generated models suggest that factors such as population growth, resource use, pollution and climate change could be linked. Likewise, economic models link data about employment, inflation, interest rates and related factors. This interdependence also makes predictions possible. We'll discuss some global and national forecasts in a later installment. For now, let's just consider a small example of how scientific advancements influence future studies. Take hurricane forecasting, which interests everyone on the Gulf Coast. Dr. Miriam Fern, a local geologist, has found a way to track hurricanes over several past centuries by examining the mud of freshwater lakes adjacent to the Gulf of Mexico. Her research project involved sampling layers of mud in Lake Shelby at Gulf Shores. Dr. Fern hypothesized that powerful hurricane force winds would blow beach sand inland, creating layers of sand in nearby lake bottoms. After the storm, normal lake sedimentation would resume, trapping layers of hurricane-borne sand between the layers of mud. The research involves taking core samples from the lake bottom. Back at the laboratory, researchers record the volume and location of the sand which indicates the force of the storm, while organic matter in the surrounding mud layers is amenable to radioactive dating. Dr. Fern now has a fairly good record of how often severe hurricanes visit the region. But don't ask her to predict when the next big one will come. That's a statistical probability. You'll need to get the date from Nostradamus.

Large-scale predictions are accurate–even if individual actions cannot be predicted, aggregate group trends can
FLECHTHEIM 1972 (Ossip, “Futurology: the New Science of Probability?” http://iranscope.ghandchi.com/Anthology/Flechtheim.htm)
Mathematical probability is the tool used for the understanding of that segment of future social reality which, in its structure, resembles the world of nature. Wherever actions and relationships of relatively large numbers of analogous persons or groups are under investigation which are recurrent and unchanging over a certain period of time, the quantitative method typical of the exact sciences can be applied and the probability of future occurrences can be numerically determined. According to Professor Phelps, "predictions improve in accuracy when they are based upon trend- lines and probable error and reach their highest validity in the statistics of the insurance actuary." More recently, trend predictions have been ventured with increasing accuracy in the fields of population movement and business fluctuation, and they are making headway in education, psychology, and criminology. With the help of statistics, changes in public opinion and election results are now forecast regularly.' In many instances, such mass phenomena can be correctly predicted by statistical means though the future behavior of the individual component of the mass may be completely unpredictable.

Expert predictions are accurate and are always improving–studies and financial success prove
KRESSLEY 97 (Konrad, teaches Political Science and Public Administration at the University of South Alabama, “From Prophecy to Forecasting: Future Studies Grow Up,” Nov 25 http://www.theharbinger.org/xvi/971125/future.html)
Skeptics sometimes ask me about the accuracy of forecasts and whether they're really worth the high fees charged by professional futurists. The success of the industry should be evidence enough, and a number of studies show the growing success rate of forecasting over the last several decades. Edward Cornish, President of the World Future Society, recently evaluated a set of forecasts made in the inaugural issue of The Futurist in 1967. Out of 34 forecasts, there were 23 hits and 11 misses in 1997, just 30 years later. For example, the futurists were right about such things as use of artificial organ parts, growth in agricultural production, and the common use of drugs to treat psychiatric disorders. They erred in predicting widespread availability of desalinated sea water, three-dimensional TV, and that most urban people would live in high-rise buildings. And what is the future of Future Studies? While earlier forecasting focused mainly on science, technology and economics, the current crop of futurists also takes great interest in issues of culture, society, human development and spirituality.

MULTIPLE AUTHORS CHECK
Our evidence is from multiple authors—this aggregate opinion makes the predictions more accurate
TETLOCK 2009 (Philip Tetlock is the Mitchell Endowed Professor at the University of California, Berkeley, and the author of Expert Political Judgment: How Good Is It? How Can We Know?, The National Interest, August 25, http://www.nationalinterest.org/Article.aspx?id=22040)
The best thing I can say for the superpundit model is likely to annoy virtually all of that ilk: they look a lot better when we blend them into a superpundit composite. Aggregation helps. As financial journalist James Surowiecki stressed in his insightful book The Wisdom of Crowds,  if you average the predictions of many pundits, that average will typically outperform the individual predictions of the pundits from whom the averages were derived. This might sound magical, but averaging works when two fairly easily satisfied conditions are met: (1) the experts are mostly wrong, but they are wrong in different ways that tend to cancel out when you average; (2) the experts are right about some things, but they are right in partly overlapping ways that are amplified by averaging. Averaging improves the signal-to-noise ratio in a very noisy world. If you doubt this, try this demonstration. Ask several dozen of your coworkers to estimate the value of a large jar of coins. When my classes do this exercise, the average guess is closer to the truth than 80 or 90 percent of the individual guesses. From this perspective, if you want to improve your odds, you are better-off betting not on George Friedman but rather on a basket of averaged-out predictions from a broad ideological portfolio of George Friedman–style pundits. Diversification helps.

PREDICTIONS SOLVE EXTINCTION
Our predictions are necessary to build a global culture of prediction that can influence states and prevent catastrophic destruction
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
In the first instance, preventive foresight is an intersubjective or dialogicalprocess of address, recognition, and response between two parties in global civilsociety: the ‘warners,’ who anticipate and send out word of possible perils, and theaudiences being warned, those who heed their interlocutors’ messages by demandingthat governments and/or international organizations take measures to steer awayfrom disaster. Secondly, the work of farsightedness derives its effectiveness andlegitimacy from public debate and deliberation. This is not to say that a fullyfledged global public sphere is already in existence, since transnational “strongpublics” with decisional power in the formal-institutional realm are currentlyembryonic at best. Rather, in this context, publicity signifies that “weak publics”with distinct yet occasionally overlapping constituencies are coalescing aroundstruggles to avoid specific global catastrophes.4 Hence, despite having little directdecision-making capacity, the environmental and peace movements, humanitarianNGOs, and other similar globally-oriented civic associations are becoming significantactors involved in public opinion formation. Groups like these are active in disseminatinginformation and alerting citizens about looming catastrophes, lobbyingstates and multilateral organizations from the ‘inside’ and pressuring them from the‘outside,’ as well as fostering public participation in debates about the future.This brings us to the transnational character of preventive foresight, which ismost explicit in the now commonplace observation that we live in an interdependentworld because of the globalization of the perils that humankind faces (nuclearannihilation, global warming, terrorism, genocide, AIDS and SARS epidemics,and so on); individuals and groups from far-flung parts of the planet are beingbrought together into “risk communities” that transcend geographical borders.5Moreover, due to dense media and information flows, knowledge of impedingcatastrophes can instantaneously reach the four corners of the earth – sometimeswell before individuals in one place experience the actual consequences of a crisisoriginating in another.My contention is that civic associations are engaging in dialogical, public, andtransnational forms of ethico-political action that contribute to the creation of afledgling global civil society existing ‘below’ the official and institutionalizedarchitecture of international relations.6 The work of preventive foresight consists of forging ties between citizens; participating in the circulation of flows ofclaims, images, and information across borders; promoting an ethos of farsightedcosmopolitanism; and forming and mobilizing weak publics that debate andstruggle against possible catastrophes. Over the past few decades, states andinternational organizations have frequently been content to follow the lead of globally-minded civil society actors, who have been instrumental in placing on thepublic agenda a host of pivotal issues (such as nuclear war, ecological pollution,species extinction, genetic engineering, and mass human rights violations). Tomy mind, this strongly indicates that if prevention of global crises is to eventuallyrival the assertion of short-term and narrowly defined rationales (national interest,profit, bureaucratic self-preservation, etc.), weak publics must begin by convincingor compelling official representatives and multilateral organizations to act differently;only then will farsightedness be in a position to ‘move up’ and becomeinstitutionalized via strong publics.7

Dystopian predictions motivate action to prevent global disaster
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
Returning to the point I made at the beginning of this paper, the significance offoresight is a direct outcome of the transition toward a dystopian imaginary (orwhat Sontag has called “the imagination of disaster”).11 Huxley’s Brave NewWorld and Orwell’s Nineteen Eighty-Four, two groundbreaking dystopian novelsof the first half of the twentieth century, remain as influential as ever in framingpublic discourse and understanding current techno-scientific dangers, while recentparadigmatic cultural artifacts – films like The Matrix and novels like Atwood’sOryx and Crake – reflect and give shape to this catastrophic sensibility.12 And yetdystopianism need not imply despondency, paralysis, or fear. Quite the opposite,in fact, since the pervasiveness of a dystopian imaginary can help notions of historicalcontingency and fallibilism gain traction against their determinist and absolutistcounterparts.13 Once we recognize that the future is uncertain and that anycourse of action produces both unintended and unexpected consequences, theresponsibility to face up to potential disasters and intervene before they strikebecomes compelling. From another angle, dystopianism lies at the core of politicsin a global civil society where groups mobilize their own nightmare scenarios(‘Frankenfoods’ and a lifeless planet for environmentalists, totalitarian patriarchyof the sort depicted in Atwood’s Handmaid’s Tale for Western feminism,McWorld and a global neoliberal oligarchy for the alternative globalization movement,etc.). Such scenarios can act as catalysts for public debate and socio-politicalaction, spurring citizens’ involvement in the work of preventive foresight.

INACCURATE PREDICTIONS STILL GOOD
Even if our predictions aren’t perfect, we should still make them–national policy based on predictions of the future are critical to prevent disaster
NYE 2003 (Joseph, Professor at Kennedy School of Government, Harvard, Political Science Quarterly, Winter 02-03)
Can we do better as we enter the twenty-first century? The apocrypha of Yogi Berra warns us not to make predictions, particularly about the future. Yet we have no choice. We walk around with pictures of the future in our heads as a necessary condition of planning our actions. At the national level, we need such pictures to guide policy and tell us how to use our unprecedented power. There is, of course, no single future; there are multiple possible futures, and the quality of our foreign policy can make some more likely than others. When systems involve complex interactions and feedbacks, small causes can have large effects. And when people are involved, human reaction to the prediction itself may make it fail to come true. We cannot hope to predict the future, but we can draw our pictures care- fully so as to avoid some common mistakes. A decade ago, a more careful analysis of American power could have saved us from the mistaken portrait of American decline. More recently, accurate predictions of catastrophic terror- ism failed to avert a tragedy that leads some again to foresee decline. It is im- portant to prevent the errors of both declinism and triumphalism. Declinism tends to produce overly cautious behavior that could undercut influence; trium- phalism could beget a potentially dangerous absence of restraint, as well as an arrogance that would also squander influence. With careful analysis, the United States can make better decisions about how to protect its people, promote val-ues, and lead toward a better world over the next few decades. I begin this anal-ysis with an examination of the sources of U.S. power.

Even inaccurate predictions of disaster are good–they encourage change to avoid negative impacts
BISHOP 1998 (Peter, Futurologist, “Future Studies: What are they?” July 21 http://www.mediamente.rai.it/mmold/english/bibliote/intervis/b/bishop.htm)
People often ask me how right I am, when I go back and look at the predictions that I have made in the past, and unfortunately they are not asking the right question. The question we ask in Future is: how useful is a forecast? A forecast can be wrong and still be useful, particularly a negative forecast, forecasting problems or catastrophes. If people take a forecast seriously, they will work to prevent and avoid those problems. The forecast itself is wrong, but the forecast is useful, because it created a better future. Which are the forecasts that give people images of the future that are not necessarily accurate predictions of what is going to happen, but give them an understanding of the dynamics of change, and how things could occur, given certain circumstances, and secondly empower them to choose the right future for them, and begin to try and create that? Those are useful forecasts which, whether they are correct or not, can still be useful for making a better future.

NOT PREDICTING WORSE
The future will only get better if we make predictions and act on them—this is the only ethical strategy
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
To believe otherwise is, I would argue, to leave the path clear for a series of alternatives that heteronomously compromise the well-being of those who will come after us. We would thereby effectively abandon the future to the vagaries of history (‘let it unfold as it may’), the technocratic or instrumental will of official institutions (‘let others decide for us’), or to gambles about the time-lags of risks (‘let our progeny deal with their realization’). But, as I have tried to show here, this will not and cannot be accepted. Engaging in autonomous preventive struggles, then, remains our best hope. A farsighted cosmopolitanism that aims to avert crises while working toward the realization of precaution and global justice represents a compelling ethico-political project, for we will not inherit a better future. It must be made, starting with us, in the here and now.

PREDICTIONS ETHICAL
We must make predictions of catastrophe—this is the only way to build an ethic of prevention that can prevent global destruction
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
As we float in a mood of post-millennial angst, the future appears to be out offavor. Mere mention of the idea of farsightedness – of trying to analyze what mayoccur in our wake in order to better understand how to live in the here and now –conjures up images of fortune-telling crystal balls and doomsday prophets, or ofeccentric pundits equipped with data-crunching supercomputers spewing forthfanciful prognostications. The future, then, has seemingly become the province ofmystics and scientists, a realm into which the rest of us rarely venture. This curioussituation goes back to a founding paradox of early modernity, which soughtto replace pagan divination and Judeo-Christian eschatology with its own rationalsystem of apprehending time. Thus came into being the philosophy of history,according to which human destiny unfolds teleologically by following a knowableand meaningful set of chronological laws leading to a final state of perfection;Condorcet, Kant, Hegel, and Marx, to name but a few, are the children ofthis kind of historicism that expresses an unwavering faith in the Enlightenment’scredo of inherent progress over time. Yet in our post-metaphysical age, where theidea of discovering universal and stable temporal laws has become untenable, thephilosophy of history lies in ruins. What has stepped into the breach is a variety ofsciences of governance of the future, ranging from social futurism to risk management.By developing sophisticated modeling techniques, prognosticators aimto convert the future into a series of predictable outcomes extrapolated frompresent-day trends, or a set of possibilities to be assessed and managed accordingto their comparative degrees of risk and reward.1 Although commendable in theiradvocacy of farsightedness, these scientistic forms of knowledge are hamperedby the fact that their longing for surefire predictive models have inevitably comeup short.If historicism and scientistic governance offer rather unappealing paradigmsfor contemplating the future, a turn to the conventional political forecasts of thepost-Cold War world order hardly offers more succor. Entering the fray, one israpidly submerged by Fukuyama’s “end of history,” Huntington’s “clash ofcivilizations,” Kaplan’s “coming anarchy,” or perhaps most distressing of all, theso-called ‘Bush Doctrine’ of unilateral pre-emption. For the Left, this array ofunpalatable scenarios merely prolongs the sense of hope betrayed and utopias crushed that followed the collapse of the socialist experiment. Under suchcircumstances, is it any wonder that many progressive thinkers dread an unwelcomedfuture, preferring to avert their gazes from it while eyeing foresight withequal doses of suspicion and contempt?But neither evasion nor fatalism will do. Some authors have grasped this,reviving hope in large-scale socio-political transformation by sketching out utopianpictures of an alternative world order. Endeavors like these are essential, forthey spark ideas about possible and desirable futures that transcend the existingstate of affairs and undermine the flawed prognoses of the post-Cold War worldorder; what ought to be and the Blochian ‘Not-Yet’ remain powerful figures ofcritique of what is, and inspire us to contemplate how social life could be organizeddifferently. Nevertheless, my aim in this paper is to pursue a different tackby exploring how a dystopian imaginary can lay the foundations for a constructiveengagement with the future.In the twenty-first century, the lines of political cleavage are being drawnalong those of competing dystopian visions. Indeed, one of the notable features ofrecent public discourse and socio-political struggle is their negationist hue, forthey are devoted as much to the prevention of disaster as to the realization of thegood, less to what ought to be than what could but must not be.2 The debates thatpreceded the war in Iraq provide a vivid illustration of this tendency, as bothcamps rhetorically invoked incommensurable catastrophic scenarios to maketheir respective cases. And as many analysts have noted, the multinational antiwarprotests culminating on February 15, 2003 marked the first time that a massmovement was able to mobilize substantial numbers of people dedicated to avertingwar before it had actually broken out. More generally, given past experiencesand awareness of what might occur in the future, given the cries of ‘never again’(the Second World War, the Holocaust, Bhopal, Rwanda, etc.) and ‘not ever’(e.g., nuclear or ecological apocalypse, human cloning) that are emanating fromdifferent parts of the world, the avoidance of crises is seemingly on everyone’slips – and everyone’s conscience. From the United Nations and regional multilateralorganizations to states, from non-governmental organizations to transnationalsocial movements, the determination to prevent the actualization of potential cataclysmshas become a new imperative in world affairs. Allowing past disasters toreoccur and unprecedented calamities to unfold is now widely seen as unbearablewhen, in the process, the suffering of future generations is callously tolerated andour survival is being irresponsibly jeopardized. Hence, we need to pay attentionto what a widely circulated report by the International Commission on Interventionand State Sovereignty identifies as a burgeoning “culture of prevention,”3 adynamic that carries major, albeit still poorly understood, normative and politicalimplications. Rather than bemoaning the contemporary preeminence of a dystopian imaginary,I am claiming that it can enable a novel form of transnational socio-politicalaction, a manifestation of globalization from below that can be termed preventive foresight. We should not reduce the latter to a formal principle regulating internationalrelations or an ensemble of policy prescriptions for official players on theworld stage, since it is, just as significantly, a mode of ethico-political practiceenacted by participants in the emerging realm of global civil society. In otherwords, what I want to underscore is the work of farsightedness, the social processesthrough which civic associations are simultaneously constituting andputting into practice a sense of responsibility for the future by attempting to preventglobal catastrophes. Although the labor of preventive foresight takes place invarying political and socio-cultural settings – and with different degrees of institutionalsupport and access to symbolic and material resources – it is underpinnedby three distinctive features: dialogism, publicity, and transnationalism. 

We have an ethical obligation to make predictions—responsibility to the future is the basis of all responsibility
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
What can be done in the face of short-sightedness? Cosmopolitanism provides some of the clues to an answer, thanks to its formulation of a universal duty of care for humankind that transcends all geographical and socio-cultural borders. I want to expand the notion of cosmopolitan universalism in a temporal direction, so that it can become applicable to future generations and thereby nourish a vibrant culture of prevention. Consequently, we need to begin thinking about a farsighted cosmopolitanism, a chrono-cosmopolitics that takes seriously a sense of “intergenerational solidarity” toward human beings who will live in our wake as much as those living amidst us today.26 But for a farsighted cosmopolitanism to take root in global civil society, the latter must adopt a thicker regulative principle of care for the future than the one currently in vogue (which amounts to little more than an afterthought of the nondescript ‘don’t forget later generations’ ilk). Hans Jonas’s “imperative of responsibility” is valuable precisely because it prescribes an ethico-political relationship to the future consonant with the work of farsightedness.27 Fully appreciating Jonas’s position requires that we grasp the rupture it establishes with the presentist assumptions imbedded in the intentionalist tradition of Western ethics. In brief, intentionalism can be explained by reference to its best-known formulation, the Kantian categorical imperative, according to which the moral worth of a deed depends upon whether the a priori “principle of the will” or “volition” of the person performing it – that is, his or her intention – should become a universal law.28 Ex post facto evaluation of an act’s outcomes, and of whether they correspond to the initial intention, is peripheral to moral judgment. A variant of this logic is found in Weber’s discussion of the “ethic of absolute ends,” the “passionate devotion to a cause” elevating the realization of a vision of the world above all other considerations; conviction without the restraint of caution and prudence is intensely presentist.29 By contrast, Jonas’s strong consequentialism takes a cue from Weber’s “ethic of responsibility,” which stipulates that we must carefully ponder the potential impacts of our actions and assume responsibility for them – even for the incidence of unexpected and unintended results. Neither the contingency of outcomes nor the retrospective nature of certain moral judgments exempts an act from normative evaluation. On the contrary, consequentialism reconnects what intentionalism prefers to keep distinct: the moral worth of ends partly depends upon the means selected to attain them (and vice versa), while the correspondence between intentions and results is crucial. At the same time, Jonas goes further than Weber in breaking with presentism by advocating an “ethic of long-range responsibility” that refuses to accept the future’s indeterminacy, gesturing instead toward a practice of farsighted preparation for crises that could occur.30 From a consequentialist perspective, then, intergenerational solidarity would consist of striving to prevent our endeavors from causing large-scale human suffering and damage to the natural world over time. Jonas reformulates the categorical imperative along these lines: “Act so that the effects of your action are compatible with the permanence of genuine human life,” or “Act so that the effects of your action are not destructive of the future possibility of such life.”31 What we find here, I would hold, is a substantive and future-oriented ethos on the basis of which civic associations can enact the work of preventive foresight.

DEBATE SOLVES
Debate about possible futures is critical to create a compromise between alarmism and fatalism—our strategy checks the dominance of elites while theirs only paralyzes us
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
Foremost among the possible distortions of farsightedness is alarmism, the manufacturing of unwarranted and unfounded doomsday scenarios. State and market institutions may seek to produce a culture of fear by deliberately stretching interpretations of reality beyond the limits of the plausible so as to exaggerate the prospects of impending catastrophes, or yet again, by intentionally promoting certain prognoses over others for instrumental purposes. Accordingly, regressive dystopias can operate as Trojan horses advancing political agendas or commercial interests that would otherwise be susceptible to public scrutiny and opposition. Instances of this kind of manipulation of the dystopian imaginary are plentiful: the invasion of Iraq in the name of fighting terrorism and an imminent threat of use of ‘weapons of mass destruction’; the severe curtailing of American civil liberties amidst fears of a collapse of ‘homeland security’; the neoliberal dismantling of the welfare state as the only remedy for an ideologically constructed fiscal crisis; the conservative expansion of policing and incarceration due to supposedly spiraling crime waves; and so forth. Alarmism constructs and codes the future in particular ways, producing or reinforcing certain crisis narratives, belief structures, and rhetorical conventions. As much as alarmist ideas beget a culture of fear, the reverse is no less true. If fear-mongering is a misappropriation of preventive foresight, resignation about the future represents a problematic outgrowth of the popular acknowledgment of global perils. Some believe that the world to come is so uncertain and dangerous that we should not attempt to modify the course of history; the future will look after itself for better or worse, regardless of what we do or wish. One version of this argument consists in a complacent optimism perceiving the future as fated to be better than either the past or the present. Frequently accompanying it is a self-deluding denial of what is plausible (‘the world will not be so bad after all’), or a naively Panglossian pragmatism (‘things will work themselves out in spite of everything, because humankind always finds ways to survive’).37 Much more common, however, is the opposite reaction, a fatalistic pessimism reconciled to the idea that the future will be necessarily worse than what preceded it. This is sustained by a tragic chronological framework according to which humanity is doomed to decay, or a cyclical one of the endless repetition of the mistakes of the past. On top of their dubious assessments of what is to come, alarmism and resignation would, if widely accepted, undermine a viable practice of farsightedness. Indeed, both of them encourage public disengagement from deliberation about scenarios for the future, a process that appears to be dangerous, pointless, or unnecessary. The resulting ‘depublicization’ of debate leaves dominant groups and institutions (the state, the market, techno-science) in charge of sorting out the future for the rest of us, thus effectively producing a heteronomous social order. How, then, can we support a democratic process of prevention from below? The answer, I think, lies in cultivating the public capacity for critical judgment and deliberation, so that participants in global civil society subject all claims about potential catastrophes to examination, evaluation, and contestation. Two normative concepts are particularly well suited to grounding these tasks: the precautionary principle and global justice.

Debate solves the flaws of prediction—we can weigh competing risks outside of elite circles to counteract alarmism
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
Lastly, I contended that the work of preventive foresight can parry alarmist misappropriation or resignation by advocating a process of public deliberation that blends the principles of precaution and global justice. A farsighted politics can function through the public use of reason and the honing of the capacity for critical judgment, whereby citizens put themselves in a position to debate, evaluate, and challenge different dystopian narratives about the future and determine which ones are more analytically plausible, ethically desirable, and politically effective in bringing about a world order that is less perilous yet more just for our descendants. Many fora, ranging from local, face-to-face meetings to transnational, highly mediated discursive networks, are sowing the seeds of such a practice of participatory democracy.

A2: EXPERTS INFLATE RISK
Their experts argument is backwards—there is a lack of expertise which causes us to underestimate catastrophic risk
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  93-94)
One reason for widespread indifference to the catastrophic risks is the abysmal state of scientific knowledge among nonscientists.  Scientific ignorance is a well-known factor in the public’s systematic misperceptions of the risk of different hazards, and while such ignorance could exacerbate fears of what science might do to us, it seems, rather, to allay them.  Although American elementary and junior high school students do better on tests of scientific knowledge than their counterparts in most other countries, by the last year of high school they are performing below the level of their foreign counterparts.  Despite this, the overall scientific literacy of the U.S. population is greater than that of the populations of the European Union, Japan, and Canada.  And Americans are more attentive to science than these other populations.  But this isn’t saying much.  Only a third of American adults know what a molecule is, 39 percent believe that astrology is scientific, and 46 percent deny that human beings evolved from earlier animal species.  Only 52 percent do not believe in astrology, 50 to 60 percent believe in ESP, only a little more than half know that it takes the earth a year to revolve around the sun (some don’t know it takes a year; some don’t know the earth revolves around the sun), about a third believe in UFOs, and similar percentages believe in ghosts and in communication with the dead.  It is possible that science is valued by most Americans merely as another form of magic.

A2: PREDICTIONS HISTORICALLY FAIL
The failure of past predictions is the reason why ours should be taken seriously—doomsday fiction has created inertia
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  102)
Futuristic novels are better regarded as conditional predictions, that is, warnings, rather than as unconditional predictions—that “this is what the future holds.” In some of these novels the future is allegorical. H.G. Wells’s War of the Worlds is about the horrors of war and (again reflecting his Darwinian preoccupations) adaptive fitness (the Martian invaders die because they have no natural immunity against bacteria); he didn’t really expect Martians to invade the earth.  But the only point relevant to my concerns is that the body of futurist writing taken as a whole describes catastrophic risks that have failed to materialize, and this tends to make people blasé about catastrophe.  You watch a movie in which an asteroid collides with the earth and causes cataclysmic damage but write it off as science fiction rather than recognizing it as a more or less realistic depiction of a possible though unlikely real-life event.

Failure of apocalyptic predictions in the past does not mean we can tolerate risk of extinction
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  113)
He states that “biological weapons have never lived up to their billing in popular culture,” that ‘evolution has spent millions of years conditioning mammals to resist germs,” and that “no superplague has ever come close to wiping out humanity before, and it seems unlikely to happen in the future.”  All true, but misleading (obviously mammals have not been conditioned to resist all germs) or irrelevant, including “have never lived up to their billing in popular culture” or “it seems unlikely to happen in the future.”  The fact that something is unlikely to happen is no reason to ignore the risk of its happening, especially when the “it” may be the extinction of the human race.  A sensible person is concerned with probabilistic as well as certain death and so doesn’t play even one round of Russian roulette (even—I argue in the next chapter—if offered a huge sum of money to play), though he will probably survive it.  Nor does a sensible person give controlling weight to the fact that a risk has not yet materialized.  You would be dumb to cross a street against the light on the ground that no one had ever been run down at that particular intersection.  You would be especially dumb to do so if until today the street had been used only by rickshaws.  Until gene splicing, which is recent, and the emergence, also recent, of apocalyptic terrorism, the danger of bioterrorism may have been slight, although Japan killed thousands, perhaps hundreds of thousands, of Chinese with biological weapons during World War II; but it is slight no more.

A2: NO HISTORICAL EVIDENCE
The fact that our impact has not occurred before is a reason that it should be given higher probability—known catastrophes cause prevention but unpredictable ones do not
YUDKOWSKY 2006 (Eliezer, Singularity Institute for Artificial Intelligence, “Cognitive biases potentially affecting judgment of global risks,” forthcoming in Global Catastrophic Risks, August 31)
Taleb (2005) suggests that hindsight bias and availability bias bear primary responsibility for our failure to guard against what Taleb calls Black Swans. Black Swans are an especially difficult version of the problem of the fat tails: sometimes most of the variance in a process comes from exceptionally rare, exceptionally huge events. Consider a financial instrument that earns $10 with 98% probability, but loses $1000 with 2% probability; it's a poor net risk, but it looks like a steady winner. Taleb (2001) gives the example of a trader whose strategy worked for six years without a single bad quarter, yielding close to $80 million - then lost $300 million in a single catastrophe. Another example is that of Long-Term Capital Management, a hedge fund whose founders included two winners of the Nobel Prize in Economics. During the Asian currency crisis and Russian bond default of 1998, the markets behaved in a literally unprecedented fashion, assigned a negligible probability by LTCM's historical model. As a result, LTCM began to lose $100 million per day, day after day. On a single day in 1998, LTCM lost more than $500 million. (Taleb 2005.) The founders of LTCM later called the market conditions of 1998 a "ten-sigma event". But obviously it was not that improbable. Mistakenly believing that the past was predictable, people conclude that the future is predictable. As Fischhoff (1982) puts it: When we attempt to understand past events, we implicitly test the hypotheses or rules we use both to interpret and to anticipate the world around us. If, in hindsight, we systematically underestimate the surprises that the past held and holds for us, we are subjecting those hypotheses to inordinately weak tests and, presumably, finding little reason to change them. The lesson of history is that swan happens. People are surprised by catastrophes lying outside their anticipation, beyond their historical probability distributions. Then why are we so taken aback when Black Swans occur? Why did LTCM borrow leverage of $125 billion against $4.72 billion of equity, almost ensuring that any Black Swan would destroy them? Because of hindsight bias, we learn overly specific lessons. After September 11th, the U.S. Federal Aviation Administration prohibited box-cutters on airplanes. The hindsight bias rendered the event too predictable in retrospect, permitting the angry victims to find it the result of 'negligence' - such as intelligence agencies' failure to distinguish warnings of Al Qaeda activity amid a thousand other warnings. We learned not to allow hijacked planes to overfly our cities. We did not learn the lesson: "Black Swans occur; do what you can to prepare for the unanticipated." Taleb (2005) writes: It is difficult to motivate people in the prevention of Black Swans... Prevention is not easily perceived, measured, or rewarded; it is generally a silent and thankless activity. Just consider that a costly measure is taken to stave off such an event. One can easily compute the costs while the results are hard to determine. How can one tell its effectiveness, whether the measure was successful or if it just coincided with no particular accident? ... Job performance assessments in these matters are not just tricky, but may be biased in favor of the observed "acts of heroism". History books do not account for heroic preventive measures.

A2: HISTORY DOES NOT REPEAT
Historical memory does not reduce the risk of catastrophe—we forget historical disasters and underestimate ones that haven’t happened yet
POSNER 2004 (Richard, US Court of Appeals judge and Senior Lecturer at the University of Chicago Law School, Catastrophe: Risk and Response  248-249)
It is not just small probabilities that people have difficulty with, it is also unmemorable events.  A remarkable fact is how unafraid people are of influenza, even though the 1918-1919 pandemic killed upwards of 20 million people in a short period of time, a similar pandemic could recur, there is still no cure for the disease, and flu vaccines are unreliable because of the mutability of the virus.  Because influenza is not disfiguring and even in the 1918-1919 pandemic the morality rate was low, although total mortality can be very great and was then, and most curiously of all because no famous people died in the pandemic, its victims being almost all young adults, the pandemic has faded from our historical memory.  This doesn’t show that people are dopes or are irrational, only that human mental capacity is limited and the mind uses various triggers to direct its attention.  At present those triggers are lacking not only for influenza but also for asteroid collisions, even though many people are fearful of much lesser threats, such as low-level radiation and ambient cigarette smoke.  There is no historical memory of asteroids colliding with the earth and so we find it hard to take the threat of such collisions seriously even if we accept that it exists.  This is an example of the distinction that I pointed out in the introduction between notional and motivational beliefs.

History is important—it makes predictions better

Ingram 2001 [Edward, Emeritus Professor of Imperial History at Simon Fraser University, The British Empire as a world power, p. 3]
Political scientists who do not read history have to go into business as water diviners or, like economists, as prophets who wait patiently for the future to prove them wrong. The past in which political scientists who do read history claim to test their ideas is, however, often unrecognizable to historians. It resembles Alice’s Wonderland, in which the more one thinks one recognizes, the bigger are the surprises in store. And the past serves a different purpose for each discipline. Whereas the past shows the political scientist standing in the present the way to a future already planned, the historian standing in the past is content to look around him and is supposed not to know ahead of time what may turn up next.

A2: EXPERTS BAD
Civic organizations are expanding the scope of risk analysis—it’s not dominated by experts
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
This network of ‘early warners’ are working to publicize potential and actual emergencies by locating indicators of danger into larger catastrophic patterns of interpretation, culturally meaningful chains of events whose implications become discernable for decision-makers and ordinary citizens (‘this is why you should care’).18 Civic associations can thus invest perilous situations with urgency and importance, transforming climate change from an apparently mild and distant possibility to an irreversible and grave threat to human survival, and genocide from a supposedly isolated aberration to an affront to our common humanity. The growing public significance of preventive message in global affairs is part and parcel of what Ignatieff has termed an “advocacy revolution,”19 since threatened populations and allied organizations are acting as early warning beacons that educate citizens about certain perils and appeal for action on the part of states and multilateral institutions. Global civil society players have devised a host of ‘naming and shaming’ strategies and high-profile information campaigns to this effect, including press conferences, petitions, mass marches, and boycotts, and spectacular stunts that denounce bureaucratic inertia, the reckless pursuit of profit, or the preponderance of national interests in world affairs.20 The advocacy revolution is having both ‘trickle-down’ and ‘trickle-up’ effects, establishing audiences of constituents and ordinary citizens conversant with some of the great challenges facing humanity as well as putting pressure on official institutions to be proactive in their long-term planning and shorter-term responses. None of this would be possible without the existence of global media, whose speed and range make it possible for reports of an unfolding or upcoming disaster to reach viewers or readers in most parts of the world almost instantaneously. Despite the highly selective character of what is deemed newsworthy and state and commercial influence on what is broadcast, several recent attempts to hide evidence of acts of mass violence (Tiananmen Square, East Timor, Chechnya, etc.) and crises (e.g., during the Chernobyl nuclear accident in the Soviet Union or the SARS outbreak in China) have failed; few things now entirely escape from the satellite camera, the cellular telephone, or the notebook computer. And although the internet may never become the populist panacea technological determinists have been heralding for years, it remains a key device through which concerned citizens and activists can share and spread information. While media coverage almost always follows a crisis rather than preceding it, the broadcast of shocking images and testimonies can nevertheless shame governments and international organizations into taking immediate steps. The ‘CNN or BBC effect,’ to which we should now add the ‘Al-Jazeera effect,’ is a surprisingly powerful force in impacting world public opinion, as the now notorious Abu Ghraib prison photographs remind us. The possibility that the threat of media exposure may dissuade individuals and groups from enacting genocidal plans or reckless gambles with our future is one of the lynchpins of prevention in our information-saturated age. Are forewarnings of disasters being heard? The mobilization of official intervention and popular interest has certainly been mixed, yet global civil society is having some success in cultivating audiences and advocates coalescing around specific perils (mass human rights violations, ecological devastation, genetic engineering, epidemics, and so on). After Bhopal and Chernobyl, after ‘mad cow disease’ and the war in Iraq, citizens are scrutinizing, questioning and even contesting official expertise in risk assessment more than ever before.21 Hence, in a world where early warnings of cataclysms are often available, pleading ignorance or helplessness to anticipate what may come in the future becomes less and less plausible.

TURNS SOCIAL EQUALITY
Failure to predict disasters undermines the ethical basis for social equality in the present
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
In the previous section, I described how the capacity to produce, disseminate, and receive warning signals regarding disasters on the world stage has developed in global civil society. Yet the fact remains that audiences may let a recklessness or insouciance toward the future prevail, instead of listening to and acting upon such warnings. There is no doubt that the short-sightedness and presentism are strong dynamics in contemporary society, which is enveloped by a “temporal myopia” that encourages most individuals to live in a state of chronological self-referentiality whereby they screen out anything that is not of the moment.22 The commercial media, advertising, and entertainment industries are major contributors to this “tyranny of real time”23 that feeds a societal addiction to the ‘live’ and the immediate while eroding the principle of farsightedness. The infamous quip attributed to Madame de Pompadour, ‘après nous, le déluge,’ perfectly captures a sense of utter callousness about the future that represents one of presentism’s most acute manifestations. Two closely related notions underlie it: the belief that we should only concern ourselves with whether our actions, or lack thereof, have deleterious consequences visible to us in the short to medium-term (temporally limited responsibility); and sheer indifference toward the plight of those who will come after us (generational self-centeredness). Substantively, the two are not much different because they shift the costs and risks of present-day decisions onto our descendants. “The crisis of the future is a measure of the deficiency of our societies, incapable as they are of assessing what is involved in relationships with others,” Bindé writes. “This temporal myopia brings into play the same processes of denial of others as social shortsightedness. The absence of solidarity in time between generations merely reproduces selfishness in space within the same generation.”24 Thus, to the NIMBY (‘not-in-my-backyard’) politics of the last few decades can be added the ‘not-in-my-lifetime’ or ‘not-to-my-children’ lines of reasoning. For members of dominant groups in the North Atlantic region, disasters are something for others to worry about – that is, those who are socio-economically marginal, or geographically and temporally distant.

TURNS NEOLIBERALISM
Predictions of catastrophe solve neoliberalism
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
In recent years, the rise of a dystopian imaginary has accompanied damning assessments and widespread recognition of the international community’s repeated failures to adequately intervene in a number of largely preventable disasters (from the genocides in the ex-Yugoslavia, Rwanda, and East Timor to climate change and the spiraling AIDS pandemics in parts of sub-Saharan Africa and Asia). Social movements, NGOs, diasporic groups, and concerned citizens are not mincing words in their criticisms of the United Nations system and its member-states, and thus beginning to shift the discursive and moral terrain in world affairs. As a result, the callousness implicit in disregarding the future has been exposed as a threat to the survival of humanity and its natural surroundings. The Realpolitik of national self-interest and the neoliberal logic of the market will undoubtedly continue to assert themselves, yet demands for farsightedness are increasingly reining them in. Though governments, multilateral institutions, and transnational corporations will probably never completely modify the presentist assumptions underlying their modes of operation, they are, at the very least, finding themselves compelled to account for egregious instances of short-sightedness and rhetorically commit themselves to taking corrective steps. What may seem like a modest development at first glance would have been unimaginable even a few decades ago, indicating the extent to which we have moved toward a culture of prevention. A new imperative has come into being, that of preventive foresight.

Critiquing predictions maintains violent capitalist exploitation and silence in the face of genocide
KURASAWA 2004 (Fuyuki Kurasawa is Assistant Professor of Sociology at York University, Toronto, and a Faculty Associate of the Center for Cultural Sociology at Yale University, Constellations, Vol 11, No 4 [Blackwell])
 The variations on these themes are numerous. One is the oft-stated belief that prevention is a luxury that we can scarcely afford, or even an unwarranted conceit. Accordingly, by minimizing the urgency or gravity of potential threats, procrastination appears legitimate. Why squander time, energy, and resources to anticipate and thwart what are, after all, only hypothetical dangers? Why act today when, in any case, others will do so in the future? Why not limit ourselves to reacting to cataclysms if and when they occur? A ‘bad faith’ version of this argument goes even further by seeking to discredit, reject, or deny evidence pointing to upcoming catastrophes. Here, we enter into the domain of deliberate negligence and “culpable ignorance,”25 as manifest in the apathy of US Republican administrations toward climate change or the Clinton White House’s disengenuous and belated responses to the genocides in ex-Yugoslavia and Rwanda. At another level, instrumental-strategic forms of thought and action, so pervasive in modern societies because institutionally entrenched in the state and the market, are rarely compatible with the demands of farsightedness. The calculation of the most technically efficient means to attain a particular bureaucratic or corporate objective, and the subsequent relentless pursuit of it, intrinsically exclude broader questions of long-term prospects or negative side-effects. What matters is the maximization of profits or national self-interest with the least effort, and as rapidly as possible. Growing risks and perils are transferred to future generations through a series of trade-offs: economic growth versus environmental protection, innovation versus safety, instant gratification versus future well-being.

