***Shells***

1NC Generic

A. Interpretation- Transportation infrastructure includes 9 topic areas

THE WHITE HOUSE Office of the Press Secretary 11 The American Job Act: President Obama’s Plan To Create Jobs Now http://www.whitehouse.gov/sites/default/files/omb/legislative/reports/american-jobs-act.pdf BK

(B) TRANSPORTATION INFRASTRUCTURE PROJECT- The term `transportation infrastructure project' means the construction, alteration, or repair, including the facilitation of intermodal transit, of the following subsectors:

(i) Highway or road. (ii) Bridge. (iii) Mass transit. (iv) Inland waterways. (v) Commercial ports. (vi) Airports. (vii) Air traffic control systems. (viii) Passenger rail, including high-speed rail. (ix) Freight rail systems. 

B. Violation- the aff doesn’t increase infrastructure in one of those areas

C. Prefer our interpretation

Predictable limits- our interpretation is the only way to create a functional limit on the topic

Ground- their interpretation means we don’t get links to topic generics like spending or industry trade-off DA’s

T is a jurisdictional voting issue for fairness and education

1NC No Vehicles 

A.  Interpretation- Vehicles are part of our transportation system, not our transportation infrastructure

Amosweb 12 (“Taking A Ride On TRANSPORTATION INFRASTRUCTURE” A pedestrian’s guide to the economy, http://www.amosweb.com/cgi-bin/awb_nav.pl?s=pdg&c=dsp&k=47, ken) 

We usually think about transportation in terms of vehicles -- like cars, trucks, trains, airplanes, and boats. Vehicles, however, are only part of any transportation system. You usually need depots, roadbeds, and other such capital goods that we refer to as infrastructure. Cars need streets and highways, trains need tracks, airplanes need airports, and boats need docks and ports.

B. Violation- The aff increases vehicles

C. Prefer Our Interpretation 

Predictable limits- including elements of our basic transportation system de-limits the topic and makes preparation impossible

Ground- we don’t get links to generic topic DA’s like spending and industry trade-off if the aff increases vehicles

T is a jurisdictional voting issue for fairness and education

1NC Move People/Goods
A. Interpretation- Transportation infrastructure is the systems that allow people or goods to flow

Chamber of Commerce 10 TRANSPORTATION PERFORMANCE INDEX: COMPLETE TECHNICAL REPORT Measuring and Benchmarking Infrastructure Performance TRANSPORTATION INDEX LET’S REBUILD AMERICA US Chamber of Commerce September 19, 2010 BK

*Dr. Martin Regalia was involved in reviewing and guiding the development of the Index. Janet Kavinoky, Director of Transportation Infrastructure, and Murphie Barrett, Senior Manager of Let’s Rebuild America, directed the project team. Project Team Michael Gallis, Michael Gallis & Associates Sue McNeil, University of Delaware Susanne Trimbath, STP Advisory Services Tom Skancke, Global Systems Solutions Qiang Li, University of Delaware Michelle Oswald, University of Delaware Erik Kreh, Michael Gallis & Associates T.K. Foulke, University of Delaware Jonathan Calhoun, University of Delaware Dustin Briggs, University of Delaware Zach Petersen, Michael Gallis & Associates Transportation Experts James Corbett, University of Delaware Mark Hanson, University of California, Berkeley Ashish Sen, University of Illinois at Chicago Economics Reviewers Jon Cooper, Consultant Ernie P. Goss, Creighton University Blancha Sanchez‐Robles, GLADIUS Real Estate Mark Schill, Praxis Strategy Group Stanley O. Shell, Stanurl, LLC Infrastructure Workshop Facilitators Kate Harvey and Ona Ferguson, The Consensus Building Institute BK Definition: Transportation Infrastructure  General Definition: Moving people and goods by air, water, road, and rail  Technical Definition: The fixed facilities (roadway segments, railway tracks, transit terminals, harbors, and airports), flow entities (people, vehicles, container units, railroad cars) and control systems that permit people and goods to traverse geographical space efficiently and in a timely manner and for the intended purpose. Transportation modes include highway, rail, air, and marine. 

B. Violation- the aff doesn’t increase systems that permit people and goods to move

C. Prefer our interpretation:

Predictable Limits- our interpretation sets a predictable cap on the topic, including affs that don’t permit the movement of people or goods de-limits the topic

Ground- we don’t get links to generic DA’s like (think of DA’s) if the aff doesn’t increase the movement of people and goods

T is a jurisdictional voting issue for fairness and education

1NC No Telecommunications
A. Interpretation- Transportation infrastructure excludes telecommunications
Snieska and Simkunaite 9 (Vytautas, Professor – Kaunas University of Technology, and Ineta, Professor – Projectu Vadybos Centras, “Socio-Economic Impact of Infrastructure Investments”, Inzinerine Ekonomika-Engineering Economics, Vol 3, p. 17, ken)

Authors of scientific literature suggest many definitions of infrastructure sector and its components, they widely interpret the features and functions of infrastructure while the issue of measurement is based mainly on the available data for different regions. Infrastructure is defined as a complex of capital goods which are not consumed directly; they provide services only in combination with labour and other inputs. This description allows to distinguish a wide range of components and to analyse their direct impact on development issues and emphasises the need of specification of infrastructure sector in order to measure its impact. In this article infrastructure is defined as the core physical structure consisting of: transportation infrastructure, water supply and disposal infrastructure, telecommunications infrastructure and power infrastructure, consisting of sub sectors that are defined by a set of physical variables: transportation infrastructure (length of roads, rail tracks, etc.), water supply and disposal infrastructure (resident population connected to wastewater collection and treatment systems), telecommunications infrastructure (number of telephone lines), power infrastructure (power plants, transmission and distribution lines). 

B. Violation- The aff increases telecommunication infrastructure

C. Prefer our interpretation

Predictable limits- including telecommunications blows the lid off the topic- only our interp creates a functional limit on the topic

Ground- we don’t get links to generic DA’s like spending or industry trade-off if the aff can increase telecommunications

T is a jurisdictional voting issue for fairness and education

1NC No Water Supply/Disposal
A. Interpretation- Transportation infrastructure excludes water supply and disposal 
Snieska and Simkunaite 9 (Vytautas, Professor – Kaunas University of Technology, and Ineta, Professor – Projectu Vadybos Centras, “Socio-Economic Impact of Infrastructure Investments”, Inzinerine Ekonomika-Engineering Economics, Vol 3, p. 17, ken)

Authors of scientific literature suggest many definitions of infrastructure sector and its components, they widely interpret the features and functions of infrastructure while the issue of measurement is based mainly on the available data for different regions. Infrastructure is defined as a complex of capital goods which are not consumed directly; they provide services only in combination with labour and other inputs. This description allows to distinguish a wide range of components and to analyse their direct impact on development issues and emphasises the need of specification of infrastructure sector in order to measure its impact. In this article infrastructure is defined as the core physical structure consisting of: transportation infrastructure, water supply and disposal infrastructure, telecommunications infrastructure and power infrastructure, consisting of sub sectors that are defined by a set of physical variables: transportation infrastructure (length of roads, rail tracks, etc.), water supply and disposal infrastructure (resident population connected to wastewater collection and treatment systems), telecommunications infrastructure (number of telephone lines), power infrastructure (power plants, transmission and distribution lines). 

B. Violation- the aff increases water supply/disposal infrastructure

C. Prefer our interpretation

Predictable limits- including water supply/disposal aff’s blows the lid off the topic- only our interp creates a functional limit on the topic

Ground- we don’t get links to generic DA’s like spending or industry trade-off if the aff can increase water supply/disposal infrastructure 

T is a jurisdictional voting issue for fairness and education

1NC No Power
A. Interpretation- Transportation infrastructure excludes power generation, transmission and distribution  
Snieska and Simkunaite 9 (Vytautas, Professor – Kaunas University of Technology, and Ineta, Professor – Projectu Vadybos Centras, “Socio-Economic Impact of Infrastructure Investments”, Inzinerine Ekonomika-Engineering Economics, Vol 3, p. 17, ken)

Authors of scientific literature suggest many definitions of infrastructure sector and its components, they widely interpret the features and functions of infrastructure while the issue of measurement is based mainly on the available data for different regions. Infrastructure is defined as a complex of capital goods which are not consumed directly; they provide services only in combination with labour and other inputs. This description allows to distinguish a wide range of components and to analyse their direct impact on development issues and emphasises the need of specification of infrastructure sector in order to measure its impact. In this article infrastructure is defined as the core physical structure consisting of: transportation infrastructure, water supply and disposal infrastructure, telecommunications infrastructure and power infrastructure, consisting of sub sectors that are defined by a set of physical variables: transportation infrastructure (length of roads, rail tracks, etc.), water supply and disposal infrastructure (resident population connected to wastewater collection and treatment systems), telecommunications infrastructure (number of telephone lines), power infrastructure (power plants, transmission and distribution lines). 

B. Violation- the aff increases power infrastructure 

C. Prefer our interpretation

Predictable limits- including power aff’s blows the lid off the topic- only our interp creates a functional limit on the topic

Ground- we don’t get links to generic DA’s like spending or industry trade-off if the aff can increase power infrastructure 

T is a jurisdictional voting issue for fairness and education

1NC No Direct Use

A. Interpretation- Transportation infrastructure excludes products directly used by the industry to produce goods and services 

HULTEN 7 (Charles R., 2007, University of Maryland and National Bureau of Economic Research COLLEGE PARK UNITED STATES citing Albert O. Hirschman- distinguished writer on political economy and ideology, “TRANSPORTATION INFRASTRUCTURE, PRODUCTIVITY AND EXTERNALITIES” http://internationaltransportforum.org/pub/pdf/07RT132.pdf)//JM
The idea that transportation infrastructure is a type of capital investment distinct from other forms of capital is an accepted part of the fields of economic development, location theory, urban and regional economics and, of course, transport economics. In his classic treatise, Albert O. Hirschman (1958) classifies transport infrastructure systems as “social overhead capital (SOC)”, to distinguish it from the type of capital that is used directly by industry to produce their goods and services (e.g. plant and equipment), which he calls “directly productive assets (DPA)” 1 . Hirschman points to four characteristics that distinguish SOC from DPA: 1) SOC is basic to (and facilitates) a great variety of economic activities; 2) it is typically provided by the public sector or by regulated private agencies; 3) it cannot be imported; and 4) it is “lumpy” in the sense of technical indivisibilities. He also argues that the function of SOC investment is to “ignite” DPA, and that “investment in SOC is advocated not because of its direct effect on final output, but because it permits and, in fact, invites DPA to come in (p. 84).” 

B. Violation- the aff would be capital directly used to produce goods and services

C. Prefer our interpretation

Predictable limits- can’t predict every possible mechanism the aff could use to influence industry production

Ground- creating capital for goods production avoids our infrastructure specific links- means we can’t read DA’s like spending and industry trade-off

T is a jurisdictional voting issue for fairness and education

---Definitions ---
*** TI Definitions***

TI Case Lists/Laundy Lists

Not just roads – we have a case list 

Biloon and Gallion No Date Joselyn Biloon and Irene Gallion, (Southwest Alaska Transportation Plan Update) http://www.dowlhkm.com/projects/SWAKTP/new_website/docs/newsletter.pdf BK

Transportation is more than roads Transportation infrastructure includes: ■ roads ■ ferries ■ harbors ■ airports ■ trails ■ transit 

Case list

Chapman and Cutler LLP Client Alert 11 Current issues relevant to our clients September 29, 2011 attorney advertising material Chicago new york salt lake city san Francisco chapman.com the American jobs act and its impact on a national infrastructure bank BK

*Note: This is from the AIFA suggestion BK

Transportation Infrastructure: includes the construction, alteration, or repair, including the facilitation of intermodal transit, of the following subsectors: o Highways or roads o Bridges o Mass transit o Inland waterways o Commercial ports o Airports o Air traffic control systems o Passenger rail, including high-speed rail o Freight rail systems 

Laundry list of aff cases

Moteff, Copeland, and Fischer  02 - (John, Claudia, John, "Critical Infrastructures: What Makes an Infrastructure Critical" Report for congress, August 30 http://fpc.state.gov/documents/organization/13839.pdf)//KL

The Commission’s report also defined the infrastructures of each of the sectors mentioned in this EO Banking and Finance: Entities such as retail and commercial organizations, investment institutions, exchange boards, trading houses, and reserve systems, and associated operational organizations, government operations, and support activities that are involved in all manner of monetary transactions, including its storage for saving purposes, its investment for income purposes, its exchange for payment purposes, and its disbursement in the form of loans and other financial instruments. Electric Power Systems: Generation stations, transmission and distribution networks that create and supply electricity to end-users so that end-users achieve and maintain nominal functionality, including the transportation and storage of fuel essential to that system. Emergency Services: Medical, police, fire, and rescue systems and personnel that are called upon when an individual or community is responding to emergencies. These services are typically provided at the local level. In addition, state and federal response plans define emergency support functions to assist in the response and recovery. Gas and Oil Production Storage and Transportation: The production and holding facilities for natural gas, crude and refined petroleum, and petroleum-derived fuels, the refining and processing facilities for these fuels and the pipelines, ships, trucks, and rail systems that transport these commodities from their source to systems that are dependent upon gas and oil in one of their useful forms. Information and Communications: Computing and telecommunications equipment, software, processes, and people that support: ! the processing, storage, and transmission of data and information; ! the processes and people that convert data into information and information into knowledge; and, ! the data and information themselves Transportation: Physical distribution systems critical to supporting the national security and economic well-being of this nation, including the national airspace systems, airlines, and aircraft, and airports; roads and highways, trucking and personal vehicles; ports and waterways and the vessels operating thereon; mass transit, both rail and bus; pipelines, including natural gas, petroleum, and other hazardous materials; freight and long haul passenger rail; and delivery services.

10 topical affs

Denver Public Works Department 11 (City and Council of Denver Policy, “Complete Streets” May 17, http://www.completestreets.org/webdocs/policy/cs-co-denver-policy.pdf, ken) 

Transportation Infrastructure is defined as any facility designed for transporting people and goods including, but not limited to, sidewalks, trails, bike lanes, highways, streets, bridges, tunnels, railroads, mass transportation, and parking systems.

Transportation infrastructure includes 5 topical affs – doesn’t under-limit and has contextual intent to define. 

Keever and Orr 8 (Gregory Keever is a California admitted attorney in private practice. He has experience in private revenue bonds, foreign infrastructure planning with governmental participation in managed economies, and extensive corporate and joint venture experience, including joint ventures between foreign governmental agencies and private firms. Ryan J. Orr is executive director at the Collaboratory for Research on Global Projects and teaches Global Project Finance to engineering, law school and MBA students. “Enabling User-Fee Backed Transportation Finance in California”  Collaboratory for Research on Global Projects, http://crgp.stanford.edu/publications/working_papers /Orr_Keever_Enabling_User_Fee_Backed_Transportation_Finance_wp0041.pdf, ken)
In arriving at these conclusions, this paper examines data from recognized think tanks, the state budget, published articles and commentary specific to California, international studies on user-fee backed finance, and comments and views articulated by state senior government officials. Here transportation infrastructure is defined as “any fixed physical asset designed for transporting people and goods including highways, arterial streets, bridges, tunnels, and mass transportation systems.”1 An often overlooked aspect of transportation infrastructure, even of the most well constructed type, is that it is a consumable asset: it has a finite life, wears out with use, and needs periodic replacement. This paper is intended for a wide audience: state assembly members who approve major freeway and mass-transportation projects, public officials at Caltrans and local governments who are involved in project implementation, and other participants in the decision making process, including but not limited to local government agencies (such as local transit authorities), state agencies (such as Business, Transportation and Housing), regional councils (such as the Bay Area Council), nongovernmental organizations (NGOs) (such as environmental and neighborhood groups), infrastructure operators and funds, labor groups, the Treasurer’s Office, the Governor’s office, and taxpayers and users. 
Transportation infrastructure includes a laundry list of things- but it’s distinct from water and energy transportation

American Infrastructure Financing Authority 11 (AIFA Proposal, June 2011, “The American Jobs Act and Its Impact on a National Infrastructure Bank”, http://www.chapman.com/media/news/media.1081.pdf)//JM

Eligibility for financial assistance must be demonstrated to the satisfaction of AIFAʼs Board of Directors. Generally, the applicantʼs request must meet the Actʼs definition of a transportation infrastructure project, water infrastructure project, or energy infrastructure project. To be eligible, the project must have costs that are reasonably anticipated to equal or exceed $100 million. However, rural infrastructure projects need only have costs that are reasonably anticipated to equal or exceed $25 million.  Transportation Infrastructure: includes the construction, alteration, or repair, including the facilitation of intermodal transit, of the following subsectors: 
o Highways or roads 
o Bridges 
o Mass transit 
o Inland waterways 
o Commercial ports 
o Airports 
o Air traffic control systems 
o Passenger rail, including high-speed rail 
o Freight rail systems
Transportation infrastructure is a laundry list of things

Church Et. Al 3 (Rick Church, UC Santa Barbara Bruce Ralston, University of Tennessee Jeff Western, Director of Infrastructure Security, Wisconsin DOT Benjamin Zhan, Texas State University-San Marcos- all part of a committee at the National Consortium on Remote Sensing in Transportation, December 1-2, “Critical Transportation Infrastructure”, http://www.ncgia.ucsb.edu/ncrst/meetings/20031201SBA-CTI2003/first.html)//JM 

There are many classes of infrastructure — a background page on CIP enumerates these. Our focus is on transportation infrastructure, recognizing that algorithmically, methods developed for one class of infrastructure may be adaptable to another. There is also a focus on spatial attributes of the transportation system, i.e. geographic and topological characteristics of the transportation links and the places (nodes) served by them, and an emphasis on spatial technologies such as remote sensing and GIS. Transportation infrastructure includes for our purposes road, rail, air and waterway infrastructure pipelines terminals, intermodal facilities and warehouses delivery systems control systems infrastructure provisions to serve needs of critical hazardous/non-hazardous materials in transit

9 topical affs 

THE WHITE HOUSE Office of the Press Secretary 11 The American Job Act: President Obama’s Plan To Create Jobs Now http://www.whitehouse.gov/sites/default/files/omb/legislative/reports/american-jobs-act.pdf BK

(B) TRANSPORTATION INFRASTRUCTURE PROJECT- The term `transportation infrastructure project' means the construction, alteration, or repair, including the facilitation of intermodal transit, of the following subsectors:

(i) Highway or road. (ii) Bridge. (iii) Mass transit. (iv) Inland waterways. (v) Commercial ports. (vi) Airports. (vii) Air traffic control systems. (viii) Passenger rail, including high-speed rail. (ix) Freight rail systems. 

Transportation infrastructure investment refers to five distinct categories- NC proves 

North Carolina Chamber 1/16 (2012, “2012 BRIDGE TO A STRONGER FUTURE”, http://www.ncchamber.net/docs/pdfs/2012BridgeToAStrongerFuture.pdf)//JM

We believe that transportation infrastructure investment is a core governmental responsibility. The linkage of economic growth, safety and quality of life improvements to investments in transportation infrastructure is undeniable. Priorities North Carolina has more than $65 billion worth of transportation needs. North Carolina’s ability to create jobs and to recruit and retain business and industry depends on an integrated system of transportation and commerce assets that enables goods to move effectively and efficiently into and out of the state. The priorities must be placed on maintenance and construction of surface road and highway infrastructure, continued improvements to NC Ports System and freight rail optimization. All modes of transportation, including movement of people, are important for the long-term needs and growth of the state; however, the Chambers’ priorities are focused on areas with the highest return on investment meeting the most urgent needs. North Carolina’s Transportation Challenges and Opportunities North Carolina Transportation Challenges North Carolina Transportation Opportunities *$65 billion worth of needs and modernization The Federal Highway Administration has determined that for every $1 billion invested into transportation, approximately 28,000 jobs will be supported. Highest number of state-maintained roads in the nation 70% of the US population is within two days by truck of central NC allowing for greater connectivity, logistics and supply chain performance *NC’s drivers and businesses lose $5.7 billion/year as a result of driving on congested and deteriorating roads and highways from vehicle depreciation, damage, tire wear, increased fuel consumption ½ of the US population is within 650 miles of central NC. This will allow businesses to capitalize on our proximity to those markets by virtue of NC’s geographic location. *Approximately one in seven bridges is considered structurally deficient – a number that will continue to increase without attention impacting safety and movement The state’s population is currently 9 million and is expected to reach approximately 12 million people by 2030, making NC the 7 th most populated state in the nation. *Estimates that roadways in NC that lack some desirable safety features, have inadequate capacity to meet travel demands or have poor pavement conditions, cost the average motorist and business approximately $1,000/year *Vehicle Miles Traveled in the state are already over 1 billion - by 2030, vehicle travel in NC is projected to increase another 45%. Unsustainable revenue method *Despite the large size of NC’s statemaintained roadway system, per-mile capital spending on state-maintained roads in NC is the 4 th lowest in the nation. *NC’s traffic fatality rate was 1.41 fatalities per 100 million vehicle miles of travel in 2008, higher than the national average of 1.25 fatalities per 100 million vehicle miles of travel. The Federal Highway Administration has found that every $100 million spent on needed highway safety improvements will result in 145 fewer traffic fatalities over a 10-year period. *Source: TRIP - A National Research Group Proactive and Positive - A Results-Based Approach While the North Carolina Chamber reserves the right to remain selective in our identification and support for particular funding and policy mechanisms and measures, we view the following as important pillars offering long-term certainty and predictability for economic and business growth and improvement to safety and quality of life regarding transportation policy. SYSTEM NEEDS To make North Carolina “the good transportation state,” the implementation of a long-term, multi-year, inter-governmental transportation agenda that promotes a comprehensive approach to maintain current logistic routes and construct projects of statewide significance, as well as additional options for connectivity of major freight and commerce-related movement, should be considered. Numerous studies have been done and execution of key items is necessary. Highway Connectivity – North Carolina is one of several “megaregions” in the United States. Protection, expansion and maintenance of the key highway corridors are necessary in order to effectively move goods and commerce in and out of the state. Funding on these important corridors deserves top priority. Federal Reauthorization of Surface Transportation Bill – Swift passage of the federal bill at or above existing funding levels is vital to ensure the nation’s and state’s transportation infrastructure is adequately maintained and new capacity is constructed necessary to support business and economic growth. North Carolina should also continue to push for elimination as a “donor state” status in the federal program. Maritime Improvements and Clarification of Needs: o First port of call for inbound shipments is critical. Transit times are a critical piece to the supply chain and the Port of Wilmington is too far down the chain compared to other East Coast ports. o North Carolina should coordinate with the Department of Homeland Security to improve port operating hours, which would improve service levels, allow for greater competition and permit increased freight travel at night to improve safety and avoid peak congestion periods. o The current maritime tax credit is difficult for companies to earn. Not tying the tax credit to volume increases every year and a simple credit for using the ports system should be considered. Rail Efficiencies – North Carolina should work in partnership with the freight rail industry to maximize opportunities to improve efficiencies of movement and add new capacity where warranted. State’s Authority – The US Congress should return authority to individual state Departments of Transportation to determine and authorize longer combination vehicles to operate under regulations, restrictions and requirements appropriate for those individual states

-- Pipelines

TI Excludes Pipelines
Transportation infrastructure is NOT pipelines – we have a case list – T is a prerequisite to debate

Chamber of Commerce 10 Transportation Performance Index Summary Report U.S. Chamber of Commerce 9/23/2010 http://www.uschamber.com/sites/default/files/lra/files/LRA_TPI%20_Summary_Report%20Final%20092110.pdf BK

*Dr. Martin Regalia was involved in guiding the development of the Index. Janet Kavinoky, Director of Transportation Infrastructure, and Murphie Barrett, Senior Manager of Let’s Rebuild America, directed the project team. Project Team Michael Gallis, Michael Gallis & Associates Sue McNeil, University of Delaware Susanne Trimbath, STP Advisory Services Tom Skancke, Global Systems Solutions Qiang Li, University of Delaware Michelle Oswald, University of Delaware Erik Kreh, Michael Gallis & Associates T.K. Foulke, University of Delaware Jonathan Calhoun, University of Delaware Dustin Briggs, University of Delaware Zach Petersen, Michael Gallis & Associates Transportation Experts James Corbett, University of Delaware Mark Hanson, University of California, Berkeley Ashish Sen, University of Illinois at Chicago Economics Reviewers Jon C. Cooper, Consultant Consulting, LLC Ernie P. Goss, Creighton University Blancha Sanchez‐Robles, GLADIUS Real Estate Mark Schill, Praxis Strategy Group Stanley O. Shell, Stanyurl, LLC BK 

Step 1 – Definition: Transportation Infrastructure 

It is important to establish a definition of transportation infrastructure in order to establish the scope of the index.

General Definition: Moving people and goods by air, water, road, and rail.

Technical Definition: The fixed facilities―roadway segments, railway tracks, public transportation terminals, harbors, and airports―flow entities―people, vehicles, container units, railroad cars―and control systems that permit people and goods to traverse geographical space in a timely, efficient manner for an intended purpose. Transportation modes include highway, public transportation, aviation, freight rail, marine, and intermodal. 

Note that pipeline infrastructure is not included in this definition. For purposes of the Infrastructure Performance Index it is considered an element of energy infrastructure. 

There are three different types of infrastructure – “energy” and “social” are distinct from “transportation”” -- pipelines are not transportation
Commander et al. 10 (NO DATE CITED, 2010 is the copyright date) *Charles Commander, Sector Leader (Global & Americas) **Jamie Page, Sector Leader (EMEA) ***Stafford Bagot, Sector Leader (APAC) “Engineering, Construction & Infrastructure” http://www.heidrick.com/ExecutiveSearch/Industry/Industrial/Pages/ECI.aspx

While the term infrastructure is widely used to cover a range of asset classes, traditionally it has been used to describe three specific categories of physical assets:

Transportation - infrastructure such as airports, ports, roads and rail etc. Energy - infrastructure such as power stations and gas distribution pipelines Social - infrastructure such as schools, hospitals and prisons

TI Includes Pipelines
CI – your interpretation plus our aff – it’s in the lit and solves your offense

Chamber of Commerce 10 INITIATION STAGE Measuring and Benchmarking Infrastructure Performance INFRASTRUCTURE INDEX LET’S REBUILD AMERICA US Chamber of Commerce April 6, 2010 http://www.uschamber.com/sites/default/files/lra/docs/lraindexinitphasereport100406.pdf BK

*Janet Kavinoky, Director of Transportation Infrastructure, and Murphie Barrett, Manager of Let’s Rebuild America, directed the project team. Consulting Team The consulting team is led by Michael Gallis of Michael Gallis & Associates with Erik Kreh and Zach Petersen. Professor Sue McNeil, director of the University Transportation Center and professor of Civil Engineering in the Department of Civil and Environmental Engineering at the University of Delaware leads the research team assembling the information and creating the models. The team members are post-doctoral researcher Dr. Qiang Li, and graduate students Michelle Oswald and Laura Black. Professor Michael Flaxman, associate professor of planning at MIT, coordinated an initial team of area experts from the faculty at MIT and Harvard to provide input and commentary on the development of the Index indicators. Dr. Susanne Trimbath, Chief Economist at STP Advisory Services and former Milken Institute Senior Research Economist, worked closely with Professor McNeil and the research team on the methodology and especially the sampling strategy. She will provide an economic analysis using the Infrastructure Index. Tom Skancke of Global Systems Solutions coordinated strategy and communications. BK

Transportation indicators serve as the building blocks for the Transportation Index. The objective is to identify a set of indicators that reflects the performance of the transportation infrastructure and its relationship to economic health and growth. The indicators are selected based on the following definitions of transportation infrastructure:

General Definition: Moving people and goods by air, water, road and rail

Technical Definition: The fixed facilities (roadway segments, railway tracks, transit terminals, harbors, and airports), flow entities (people, vehicles, container units, railroad cars) and control systems that permit people and goods to traverse geographical space efficiently and in a timely manner and for the intended purpose. Transportation modes include highway, rail, air, waterway, and pipeline.

--Vehicles

TI Excludes Vehicles
Transportation infrastructure is not vehicles 

Amosweb 12 (“Taking A Ride On TRANSPORTATION INFRASTRUCTURE” A pedestrian’s guide to the economy, http://www.amosweb.com/cgi-bin/awb_nav.pl?s=pdg&c=dsp&k=47, ken) 

We usually think about transportation in terms of vehicles -- like cars, trucks, trains, airplanes, and boats. Vehicles, however, are only part of any transportation system. You usually need depots, roadbeds, and other such capital goods that we refer to as infrastructure. Cars need streets and highways, trains need tracks, airplanes need airports, and boats need docks and ports.

Transportation is distinct from transportation infrastructure

The Resort Municipality of Whistler 11("TRANSPORTATION AND INFRASTRUCTURE BACKGROUND REPORT", January 2011, PFD http://www.whistler2010.com/cms-assets/documents/13971-261814.transportation-background.pdf)//KL
It is sometimes asked why the two subjects are treated together. Firstly, transportation is a combination of two elements, modes of transportation, such as walking, cycling, and motor vehicles, need transportation infrastructure, which includes the roads, paths, sidewalks, crosswalks, street lighting, and traffic signals. The second reason is that much of our infrastructure, including sewers, drainage, water, gas, and electricity, share road right of ways and are often located under roads, which is how 85% of us still get around, whether on foot, on a bike, in a bus, or in a private motor vehicle. Finally, roads and infrastructure both exist to provide access and service properties and buildings.

Transport infrastructure excludes vehicles

EEA 12 - European Environmental Agency ("Transportation Infrastructure Investments" European Environment Agency, February 17, 2012 http://www.eea.europa.eu/data-and-maps/indicators/infrastructure-investments)//KL

The term “transport infrastructure” refers only to infrastructures that are open to the general public. It covers buildings and other constructions as well as machinery and equipment, but it excludes vehicles and rolling stock.
Transport infrastructure is distinct from transportation -- public machinery projects

EEA 12 - European Environmental Agency ("Transportation Infrastructure Investments" European Environment Agency, February 17, 2012 http://www.eea.europa.eu/data-and-maps/indicators/infrastructure-investments)//KL

The term “transport infrastructure” refers only to infrastructures that are open to the general public. It covers buildings and other constructions as well as machinery and equipment, but it excludes vehicles and rolling stock.
-- Inclusive Definitions (Assorted)

Here is a list of infrastructure in terms of rail expansion - prefer the specificity of our interpretation

EEA 12 - European Environmental Agency ("Transportation Infrastructure Investments" European Environment Agency, February 17, 2012 http://www.eea.europa.eu/data-and-maps/indicators/infrastructure-investments)//KL

For rail, infrastructure includes land, permanent way constructions, buildings, bridges and tunnels, as well as immovable fixtures, fittings and installations connected with them (signalisation, telecommunications, catenaries, electricity sub-stations, etc.) as opposed to rolling stock.

 

Here is a list of infrastructure in terms of roads- prefer the specificity of our interpretation

EEA 12 - European Environmental Agency ("Transportation Infrastructure Investments" European Environment Agency, February 17, 2012 http://www.eea.europa.eu/data-and-maps/indicators/infrastructure-investments)//KL

The term “transport infrastructure” refers only to infrastructures that are open to the general public. It covers buildings and other constructions as well as machinery and equipment, but it excludes vehicles and rolling stock. Investment expenditure on infrastructure covers expenditure on new construction an extension of existing infrastructure, including reconstruction, renewal and major repairs of infrastructure. For rail, infrastructure includes land, permanent way constructions, buildings, bridges and tunnels, as well as immovable fixtures, fittings and installations connected with them (signalisation, telecommunications, catenaries, electricity sub-stations, etc.) as opposed to rolling stock. For road, maintenance includes surface maintenance, patching and running repairs (work relating to roughness of carriageway’s wearing course, roadsides, etc.). For Inland waterways expenditures on locks are included.

Locks are infrastructure investment

EEA 12 - European Environmental Agency ("Transportation Infrastructure Investments" European Environment Agency, February 17, 2012 http://www.eea.europa.eu/data-and-maps/indicators/infrastructure-investments)//KL

The term “transport infrastructure” refers only to infrastructures that are open to the general public. It covers buildings and other constructions as well as machinery and equipment, but it excludes vehicles and rolling stock. Investment expenditure on infrastructure covers expenditure on new construction an extension of existing infrastructure, including reconstruction, renewal and major repairs of infrastructure. For rail, infrastructure includes land, permanent way constructions, buildings, bridges and tunnels, as well as immovable fixtures, fittings and installations connected with them (signalisation, telecommunications, catenaries, electricity sub-stations, etc.) as opposed to rolling stock. For road, maintenance includes surface maintenance, patching and running repairs (work relating to roughness of carriageway’s wearing course, roadsides, etc.). For Inland waterways expenditures on locks are included.
Much of the Nation’s transportation infrastructure was built decades ago and is in desperate need of repairs and upgrades to meet economic demands. The President’s Budget includes a $556 billion, six-year surface transportation reauthorization proposal—including highways, transit, highway safety, passenger rail, and a National Infrastructure Bank—an increase of over 60 percent above the inflation-adjusted levels in the previous surface transportation reauthorization, plus annual appropriated funding for passenger rail funding in those years.
Transportation infrastructure is road networks 

Republic of Benin 07 Growth Strategy for Poverty Reduction April 2007 http://siteresources.worldbank.org/INTPRS1/Resources/Benin-PRSP(April2008).pdf BK
Transportation infrastructure refers to development and maintenance of the road network, including rural roads, the railways, the development of maritime and river-based transportation, and port and airport facilities. 
Transportation includes ports, harbours, and intermodal terminals, and any vehichles associated with those things

ECLACC 11 (Economic Commission for Latin America and the Caribbean, October 22 2011, “AN ASSESSMENT OF THE ECONOMIC IMPACT OF CLIMATE CHANGE ON THE TRANSPORTATION SECTOR IN MONTSERRAT”, http://www.eclac.org/portofspain/noticias/paginas/0/44160/Montserrat_lcarl311.pdf)//JM
Marine transportation infrastructure includes ports and harbours and supporting intermodal terminals 

and the ships and barges that use these facilities.  Sea transportation is often the only mode of 

transportation for moving freight within the Caribbean. Other modes of transportation such as road or 

rail transport

Transportation infrastructure isn’t just limited to roads

Beaudry 9 (Ryan, 2009, graduate student at British Colombia citing interview of someone involved in the DCC legislation process, “EXPLORING THE DEVELOPMENT COST CHARGE FRAMEWORK FOR ACTIVE TRANSPORTATION INFRASTRUCTURE IN BRITISH COLUMBIA”, https://circle.ubc.ca/bitstream/id/147609/SCARP_2011_GradProject_Beaudry.pdf)//JM

The first interview question asked the representative to identify why the DCC legislation for transportation infrastructure is so vague, and why a term such as highway facilities and not something more specific is being used. The response was that the legislation is very old, and that during its inception it made sense (and it still does to some degree) to have it be vague in order to allow broad interpretation. It was desirable not to limit the types of transportation infrastructure projects merely to the building and paving of roads. 

Trucking, airports, trains, busses, highways and bridges are transportation infrastructure 

ID Solutions 12 - Program for awarding full-production software ("MDU Resources to Present at American Gas Association Financial Forum" Computer Weekly News, June 30, 2008, http://search.proquest.com.proxy.lib.umich.edu/docview/198693640)//KL

Today's TWIC program, and ID Solutions' contribution to it, is considered to be an initial phase covering US Port operations only, while extensions to other segments of critical transportation infrastructure, including interstate trucking, airports, trains and busses, highways and bridges, etc. are expected in coming years. In all, industry estimates of total enrollments are in the 12 to 15 million range.

Transportation infrastructure includes (highways//roads//bridges//waterways//ports//airports/rails) - prefer congressional definitions

National Infrastructure Development Bank Act 11 (H.R. 402: National Infrastructure Development Bank Act of 2011, 112th Congressional session, January 24, 2011http://www.govtrack.us/congress/bills/112/hr402/text)//KL

The term ‘transportation infrastructure project’ means any project for the construction, maintenance, or enhancement of highways, roads, bridges, transit and intermodal systems, inland waterways, commercial ports, airports, high speed rail and freight rail systems.

Bridges are the core of transportation infrastructure

Kessler 99 - P.E. at Florida Department of Transportation (Robert J., "Transportation Infrastructure", Materials and Performance 38.5, May 1999, http://proxy.lib.umich.edu/login?url=http://search.proquest.com.proxy.lib.umich.edu/docview/222984094?accountid=14667)//KL

The corrosion of reinforced concrete bridge structures continues to be a primary concern for the transportation infrastructure. This concern includes both deicing salt application in northern states and marine exposure in coastal states. Transportation engineers are concentrating on three areas to resolve the corrosion problem: (1) durable concrete mixes, (2) service life modeling, and (3) cathodic protection (CP).

Transportation infrastructure is development OR operation -- aff only needs to be one 
New Zealand Engineering Excellence Awards 12 – ("Conditions of Entry and Judging Criteria: Awards for projects and products" http://www.nzeeawards.org.nz/2012/forms/NZEEA_EntryJudgingCriteria_PP-TI2012.pdf)//KL
Transportation Infrastructure refers to recent activities associated with the development or operation of any form of land, sea or air transport infrastructure assets. Includes bridges, tunnels, rail, road, port, airport construction, transportation and traffic engineering.
Green projects
Green initiatives are T

Wu 11 (Representative Wu presenting for himself and Representative Johnson, June 23, “H.R. 2317: Promoting Green Transportation Infrastructure through Research and Development Act”, http://www.govtrack.us/congress/bills/112/hr2317/text)//JM
Definition- In this section, the term ‘green transportation infrastructure’ includes infrastructure that- ‘(1) preserves and restores natural processes, landforms (such as flood plains), natural vegetated streamside buffers, wetlands, or other topographical features that can slow, filter, and naturally store stormwater runoff and floodwaters for future water supply and recharge of natural aquifers; ‘(2) utilizes natural design techniques that infiltrate, filter, store, evaporate, and detain water close to its source; ‘(3) minimizes the use of impervious surfaces in order to slow or infiltrate precipitation; ‘(4) minimizes life-cycle energy consumption, including during construction, maintenance, use by vehicles, and destruction and recycling; and ‘(5) minimizes life-cycle air pollution.’.

Bike paths
Transportation infrastructure includes bike paths

Reevely 11 - (David "NCCs BIXI bikes rack up 21,658 rentals; no money in budget for expansion", The Ottawa Citizen, pp D.5. http://search.proquest.com/docview/905195861?accountid=14667)//KL
There's no money for it in Ottawa's 2012 budget, despite the hundreds of millions of dollars the city is planning to spend on transportation infrastructure, including the last pieces of a bikeway running from Westboro to Vanier through downtown. "Our priority remains providing increased funding to build better cycling infrastructure," said city spokeswoman Jocelyne Turner.

Safety/Security

Transportation infrastructure includes safety

DOT 11 - Department of Transportation ("The budget for fiscal year 2012" PDF, 2011 http://m.whitehouse.gov/sites/default/files/omb/budget/fy2012/assets/transportation.pdf)//KL

Much of the Nation’s transportation infrastructure was built decades ago and is in desperate need of repairs and upgrades to meet economic demands. The President’s Budget includes a $556 billion, six-year surface transportation reauthorization proposal—including highways, transit, highway safety, passenger rail, and a National Infrastructure Bank—an increase of over 60 percent above the inflation-adjusted levels in the previous surface transportation reauthorization, plus annual appropriated funding for passenger rail funding in those years.

Transportation infrastructure includes TSA security measures- American Recovery and Reinvestment act proves

Hogg 9 (Frank, consultant for Rubin Brown consulting firm citing the American Recovery and Reinvestment Act, “Focus On Contractors: American Recovery and Reinvestment Act of 2009”, http://www.rubinbrown.com/resource-center/223-construction/1298-focus-on-contractors-american-recovery-and-reinvestment-act-of-2009)//JM

An important focus of the Act is increased investment in America’s physical infrastructure. The provisions of the new Bill provide for additional spending on several key infrastructure programs including: Transportation Infrastructure - Includes highway and bridge construction, high speed rail corridors, airport improvement grants, transit improvements, and TSA explosive detection systems. Total appropriations of approximately $49 billion. Water and Environmental Infrastructure - Includes clean water investments, other water resource expenditures and environmental cleanup. Total appropriations of approximately $21 billion. Building Infrastructure - Includes GSA federal buildings and facilities, military construction, VA construction, school construction, housing facilities expenditures, and other facilities expenditures. Total appropriations of approximately $29 billion. Energy/Technology Infrastructure - Includes wireless/broadband, electricity grid, weatherization and energy grants. Total appropriations of approximately $30 billion.

Moving goods/people
Transportation infrastructure is the systems that allow people or goods to flow

Chamber of Commerce 10 TRANSPORTATION PERFORMANCE INDEX: COMPLETE TECHNICAL REPORT Measuring and Benchmarking Infrastructure Performance TRANSPORTATION INDEX LET’S REBUILD AMERICA US Chamber of Commerce September 19, 2010 BK

*Dr. Martin Regalia was involved in reviewing and guiding the development of the Index. Janet Kavinoky, Director of Transportation Infrastructure, and Murphie Barrett, Senior Manager of Let’s Rebuild America, directed the project team. Project Team Michael Gallis, Michael Gallis & Associates Sue McNeil, University of Delaware Susanne Trimbath, STP Advisory Services Tom Skancke, Global Systems Solutions Qiang Li, University of Delaware Michelle Oswald, University of Delaware Erik Kreh, Michael Gallis & Associates T.K. Foulke, University of Delaware Jonathan Calhoun, University of Delaware Dustin Briggs, University of Delaware Zach Petersen, Michael Gallis & Associates Transportation Experts James Corbett, University of Delaware Mark Hanson, University of California, Berkeley Ashish Sen, University of Illinois at Chicago Economics Reviewers Jon Cooper, Consultant Ernie P. Goss, Creighton University Blancha Sanchez‐Robles, GLADIUS Real Estate Mark Schill, Praxis Strategy Group Stanley O. Shell, Stanurl, LLC Infrastructure Workshop Facilitators Kate Harvey and Ona Ferguson, The Consensus Building Institute BK Definition: Transportation Infrastructure  General Definition: Moving people and goods by air, water, road, and rail  Technical Definition: The fixed facilities (roadway segments, railway tracks, transit terminals, harbors, and airports), flow entities (people, vehicles, container units, railroad cars) and control systems that permit people and goods to traverse geographical space efficiently and in a timely manner and for the intended purpose. Transportation modes include highway, rail, air, and marine. 

Transportation infrastructure is moving people or materials

Chamber of Commerce 10 TRANSPORTATION PERFORMANCE INDEX: COMPLETE TECHNICAL REPORT Measuring and Benchmarking Infrastructure Performance TRANSPORTATION INDEX LET’S REBUILD AMERICA US Chamber of Commerce September 19, 2010 BK

*Dr. Martin Regalia was involved in reviewing and guiding the development of the Index. Janet Kavinoky, Director of Transportation Infrastructure, and Murphie Barrett, Senior Manager of Let’s Rebuild America, directed the project team. Project Team Michael Gallis, Michael Gallis & Associates Sue McNeil, University of Delaware Susanne Trimbath, STP Advisory Services Tom Skancke, Global Systems Solutions Qiang Li, University of Delaware Michelle Oswald, University of Delaware Erik Kreh, Michael Gallis & Associates T.K. Foulke, University of Delaware Jonathan Calhoun, University of Delaware Dustin Briggs, University of Delaware Zach Petersen, Michael Gallis & Associates Transportation Experts James Corbett, University of Delaware Mark Hanson, University of California, Berkeley Ashish Sen, University of Illinois at Chicago Economics Reviewers Jon Cooper, Consultant Ernie P. Goss, Creighton University Blancha Sanchez‐Robles, GLADIUS Real Estate Mark Schill, Praxis Strategy Group Stanley O. Shell, Stanurl, LLC Infrastructure Workshop Facilitators Kate Harvey and Ona Ferguson, The Consensus Building Institute BK

Categories – the functional sub‐divisions within each component of infrastructure. For example, the categories for transportation infrastructure are all the modes of both freight and passenger movement: highways, transit, aviation, rail, and marine. 

--Exclusive Definitions (Assorted)
Transportation infrastructure excludes:

-water supply and disposal 
-telecommunications
-power generation, transmission and distribution  

Snieska and Simkunaite 9 (Vytautas, Professor – Kaunas University of Technology, and Ineta, Professor – Projectu Vadybos Centras, “Socio-Economic Impact of Infrastructure Investments”, Inzinerine Ekonomika-Engineering Economics, Vol 3, p. 17, ken)

Authors of scientific literature suggest many definitions of infrastructure sector and its components, they widely interpret the features and functions of infrastructure while the issue of measurement is based mainly on the available data for different regions. Infrastructure is defined as a complex of capital goods which are not consumed directly; they provide services only in combination with labour and other inputs. This description allows to distinguish a wide range of components and to analyse their direct impact on development issues and emphasises the need of specification of infrastructure sector in order to measure its impact. In this article infrastructure is defined as the core physical structure consisting of: transportation infrastructure, water supply and disposal infrastructure, telecommunications infrastructure and power infrastructure, consisting of sub sectors that are defined by a set of physical variables: transportation infrastructure (length of roads, rail tracks, etc.), water supply and disposal infrastructure (resident population connected to wastewater collection and treatment systems), telecommunications infrastructure (number of telephone lines), power infrastructure (power plants, transmission and distribution lines). 

Transportation infrastructure excludes capital used directly by the industry to produce goods or services

HULTEN 7 (Charles R., 2007, University of Maryland and National Bureau of Economic Research COLLEGE PARK UNITED STATES citing Albert O. Hirschman- distinguished writer on political economy and ideology, “TRANSPORTATION INFRASTRUCTURE, PRODUCTIVITY AND EXTERNALITIES” http://internationaltransportforum.org/pub/pdf/07RT132.pdf)//JM

The idea that transportation infrastructure is a type of capital investment distinct from other forms of capital is an accepted part of the fields of economic development, location theory, urban and regional economics and, of course, transport economics. In his classic treatise, Albert O. Hirschman (1958) classifies transport infrastructure systems as “social overhead capital (SOC)”, to distinguish it from the type of capital that is used directly by industry to produce their goods and services (e.g. plant and equipment), which he calls “directly productive assets (DPA)” 1 . Hirschman points to four characteristics that distinguish SOC from DPA: 1) SOC is basic to (and facilitates) a great variety of economic activities; 2) it is typically provided by the public sector or by regulated private agencies; 3) it cannot be imported; and 4) it is “lumpy” in the sense of technical indivisibilities. He also argues that the function of SOC investment is to “ignite” DPA, and that “investment in SOC is advocated not because of its direct effect on final output, but because it permits and, in fact, invites DPA to come in (p. 84).” 

Transportation infrastructure is distinct from communication and utility infrastructure

IEDC 12 (international economic development council, 2012, “Economic Development Reference Guide I[nfrastructure” http://www.iedconline.org/?p=Guide_Infrastructure)//JM
Transportation infrastructure includes: Roads Light transit rail networks, inter city, state passenger railways Airports Waterways and ports Bus services Communication infrastructure includes: Copper wire for telecommunications, installed by telecommunications companies High bandwidth and fiber optic cable capable of carrying voice, data and video streams Satellite communications and microwave antenna Mobile phone networks Local area networks (LAN) Utility infrastructure includes: Electric power Water and sewage treatment Natural gas lines

Excludes energy -- 4 reasons
Gardett 12 [Peter Gardett, Managing Editor, AOL Energy, has spent over a decade covering all areas of the energy industry including coal, electricity and renewable fuels. As Senior Correspondent, and later Bureau Chief for Argus Media, he led teams developing new editorial, analytical and pricing products for the energy and commodities industries and also covered financial news for an audience of high-level energy executives. Gardett is a graduate of St. Andrew's University in Scotland, and is based in New York.] Published: May 10, 2012 “Four Things That Are Different About Electricity Infrastructure”http://energy.aol.com/2012/05/10/four-things-that-are-different-about-electricity-infrastructure/ BK

While investing in water or transportation infrastructure has links to energy both in the way deals are structured and in how the actual assets impact each other, energy infrastructure has some key differences, highlighted by the American Society of Civil Engineers in its recent report on Investment Trends in Electricity Infrastructure. The sheer complexity of energy investing has become even more confounding for private companies and governments in recent years, as former EDF Chairman and CEO and current World Energy Council Chairman Pierre Gadonneix told AOL Energy at the World Energy Leaders Summit in Istanbul recently. For more coverage of WELS and analysis of the increasingly "networked" global energy future read more here. ASCE has identified four key differences for electricity infrastructure:

Private ownership: Most electric energy infrastructure is privately owned by for-profit, investor-owned utilities. That doesn't mean that power companies can do as they please, though. "Even with private ownership and operation, the rates that local utilities charge is generally regulated by state agencies, and there is also federal and state regulatory oversight of the operation of generating facilities and transmission systems," ASCE points out.

Technology choices for electricity generation: Even when limited by choosing one fuel type over another, the choices and trade-offs for generators choosing technologies are complex. A further layer of complexity is added by the potential for increased use of distributed generation that interacts very differently with the larger grid than the centralized "hub and spoke" system of power generation and delivery historically popular in the US.

Change is happening faster for electric energy infrastructure: While opening up possibilities for companies to become more protected against the failure of any one kind of fuel supply chain or technology, the proliferation of choice is also posing a unique degree of uncertainty for a sector also grappling with a shifting regulatory structure. (Read more about the ever-evolving shape of US power regulations here). "Uncertainty about future prices of fossil fuels, regulations controlling greenhouse gas emissions, and rate of adoption for more renewable power portfolio options can all make it more difficult to forecast the future technology mix and its cost implications."

Deregulation has complicated the supply chain: Generation, transmission and distribution form the three major elements of electric energy infrastructure, and all have been disaggregated to various degrees by several decades of steady deregulation and occasional bouts of re-regulation. As customers receive more-itemized bills that break out their costs into those three elements a growing number are choosing to own generation equipment that "minimizes or eliminates their reliance on central power generation and transmission systems at least part of the time," ASCE said.

***Investment Definitions***

--Maintenance

Excludes maintenance
“Transport investment” must be new infrastructure, not repairs or maintenance

Collenette 99 Hon. David M. Collenette, P.C., M.P. Minister of Transportation of Canada Transportation in Canada 1999 annual reporthttp://publications.gc.ca/collections/Collection/T1-10-1999E.pdf BK

Whether made by business or government, “transport investment” can be defined as both new infrastructure construction and purchases of new machinery and equipment. Investment excludes repair and maintenance expenditure, which are expenditures on existing infrastructure, machinery and equipment. 

Includes maintinance
Infrastructure investment includes renewals and repairs

EEA 12 - European Environmental Agency ("Transportation Infrastructure Investments" European Environment Agency, February 17, 2012 http://www.eea.europa.eu/data-and-maps/indicators/infrastructure-investments)//KL

Investment expenditure on infrastructure covers expenditure on new construction and extension of existing infrastructure, including reconstruction, renewal and major repairs of infrastructure.
-- Investment Laundry list
Many types of investment – contextual definition

Chapman and Cutler LLP Client Alert 11 Current issues relevant to our clients September 29, 2011 attorney advertising material Chicago new york salt lake city san Francisco chapman.com the American jobs act and its impact on a national infrastructure bank BK

*Note: This is from the AIFA suggestion BK

Types and Terms of Investments 
 Loans: projects are eligible for up to 50 percent of project costs if investment is investment grade; if the direct loan or loan guarantee does not receive an investment grade rating, projects are eligible for the amount of the senior project obligations 
 Guarantees 
 Scheduling: CEO of AIFA establishes repayment of each loan based on projected cash flow from the infrastructure project revenues and other repayment sources 
 Deferred Payments: if the project is unable to produce revenue sufficient to pay the scheduled loan repayments, CEO has discretion to allow the obligor to add unpaid principal and interest to the outstanding balance of the direct loan if the result would benefit the taxpayer 
 Prepayment of Direct Loans: revenues that remain after scheduled repayment and deposit requirements may be applied annually to prepay the direct loan without penalty; a direct loan may be prepaid at any time, without penalty, from the proceeds of refinancing from non-Federal funding sources 

Multiple topical means for investment

Maggio and Maze 93- (Mark E, T. H., "Transportation Infrastructure Policy: An Introductory Synthesis", Policy Studies Journal, Volume 21, Issue 2, June 1993, accessed from Wiley Online Library, http://onlinelibrary.wiley.com.proxy.lib.umich.edu/doi/10.1111/j.1541-0072.1993.tb01820.x/abstract)//KL
Resources for transportation projects are drawn from motor fuel and vehicle taxes, general fund appropriations, bond issue proceeds, property taxes and assessments, tolls, and other taxes and fees. Receipts for all units of government for highways and teidges alone were $78.26 billion in 1991 ( F e d ^ al Highway Administration, 1992c). Since the federal government's first foray into intergovernmental highway aid with the Rural Post Roads Act of 1916 (39 Stat. 355), the expenditure of federal funds on specific transportation projects has been widely debated. It was not until 1956 tiiat a dedicated source of highway revenue was established, witii the creation of the Highway Trust Fund (70 Stat, 374). Transportation-related revenues and expenditures comprise an important, though not large, portion of total government finance in this country. Transportation revenues in 1990 made up only about 3.4% of total federal, state, and local g o v emma it revenues, while transportation expenditures a r e 4 . 5% of total expenditures. During the decade of the 1980s, total transportation expenditure by all levels of govemment grew by only 1.6%, with revenues growing by 3.0%. Over tiiat same period, federal transportation grant funds to state and local governments decreased by 13.6% in real terms (U.S. Department of Transportation, 1992). Federal and state transportation fuel taxes play a critical role in maintenance and development of the nation's road, bridge, and highway infrastructure. However, revenue from theese sources has experienced a decline in real terms. For the period 1970-90, tiie states did not increase their respective fuel taxes in line with inflation, which led to a 34.6% decrease in the overall federal-state weighted average gasoline tax rate (Federal Highway Administration, 1992a).

-- Exclusive definitions (Assorted) 

Infrastructure investment excludes health and education 

Peterson 06 George E. Peterson Senior Fellow, Urban Institute LAND LEASING AND LAND SALE AS AN INFRASTRUCTURE-FINANCING OPTION http://www-wds.worldbank.org/servlet/WDSContentServer/WDSP/IB/2006/10/25/000016406_20061025121353/Rendered/PDF/wps4043.pdf BK [image: image1.png]Ttem

“Amount (in Rs millions)

MMRDA Land Auctions
Bandra-Kurla Complex
January 2006

22950

Total MMRDA
Infrastructure Investment
2004-2005

5400

Total Infrastructure Investment

Mumbai Municipal Corporation
2004-2005

10440

Pledge for Mumbai Infrastructure Investment
By State of Maharashira
As Part of Mumbai Strategic Development Initiative:
2005-2006

10000

Central Government Funding
For Infrastructure Investment and Services to Poor
In 63 Major Cities, Including Mumbai,
National Urban Renewal Mission
2005-2006

55000




 Note: One million = 10 crore Source: Data for MMRDA infrastructure spending, Municipal Corporation infrastructure spending, and State of Maharashtra pledge: Pathak (2005). “Infrastructure” investment excludes capital spending for education and health. ) were adjusted to eliminate the effects of inflation over time. 

Capital investment is not public-private projects

Stifel Nicolaus Transportation & Logistics Conference 12 phx.corporate-ir.net/External.File?item...t=1 BK

*Note: A chart was taken out of this document; the “Note” below was in the document, not added by a debater BK Capital investment totals $2.25 billion in 2012  Infrastructure — Expected to be flat to 2011 level  Equipment — Freight car and locomotive purchases for replacement, growth  Strategic — Supports “Grow to 65” initiative  Regulatory — PTC remains the primary driver Note: Capital investment excludes investment related to public-private reimbursable projects 

Investment excludes purchase of shares

CIA World Factbook 11 Source: CIA World Factbook - Unless otherwise noted, information in this page is accurate as of January 1, 2011 http://www.indexmundi.com/map/?v=2199 BK

Definition: This entry gives the cumulative US dollar value of all investments in foreign countries made directly by residents - primarily companies - of the home country, as of the end of the time period indicated. Direct investment excludes investment through purchase of shares.
Investment in transportation infrastructure is limited to direct improvement in highway or transit 

Best et al 96 (Shawn M. Turner, Matthew E. Best, and David L. Schrank,  Texas Transportation Institute, “Measures of Effectiveness for Major Investment Studies” Report Number: SWUTC/96/467106-1, http://swutc.tamu.edu/publications/technicalreports/467106-1.pdf, ken)  

A major metropolitan transportation investment is defined as (1):

“. . . a high-type highway or transit improvement of substantial cost that is expected to have a significant effect on capacity, traffic flow, level of service, or mode share at the transportation corridor or subarea scale.” 

Investment in transportation infrastructure must be investment in fixed assets – these are limited to physical structures 

Hu 12 (Patricia, Director, Bureau of Transportation Statistics Research and Innovative Technology Administration United States Department of Transportation February 9, 2012, “Measuring Transportation Investment: Challenges and Opportunities” http://www.internationaltransportforum.org/Proceedings/InfrastructureInv/HU.pdf, ken)

Transportation investment is defined as additions to transportation fixed assets. Transportation fixed assets refer to:  structures,  motor vehicles, and  other machinery and equipment that are used in the provision of transportation services for more than one year.” 

Investment in transportation infrastructure must be an improvement or addition to an existing physical structure 
ECMT 2 (European Conference of Ministers of Transport, inter-governmental organization established by a Protocol signed in Brussels on I7 October I953. It is a forum in which Ministers responsible for transport, and more specifically the inland transport sector, can co-operate on policy. Within this forum, Ministers can openly discuss current problems and agree upon point approaches aimed at improving the utilization and at ensuring the rational development of European transport systems of international importance. “Transport and Economic Development” Google Books, ken)

In the present context, “transportation investment" is defined as a capacity improvement or addition to an existing network of roads, rail, waterways, hub terminals, tunnels, bridges, airports and harbors. "The concept of "resultant economic growth” is further considered to mean the long-run increase in economic activity in a given geographical area, which can be ascribed to a speciﬁc transport investment and which confers welfare improvements to the area's residents. Additionally, as explained later. it is also required that the growth benefits will be in addition to the direct transportation beneﬁts from the investment and not merely their capitalised value. This latter condition is a fundamental one, fully discussed in section 5.2. 
Loans are fundamentally different than investments – loans assure you get paid back while investment can be lost 

Weemba No Date, Weemba is an online financial community that revolutionizes the way Borrowers and professional Lenders find each other and interact. http://blog.weemba.com/q-what-is-the-difference-between-an-investment-and-a-loan-can-i-find-investors-through-weemba/ BK

*Weemba includes the following people: Constancio Larguia, graduated in International Business at Universidad de San Andrés in Argentina. Martin Arriola, Chief Operating Officer. Matthew Reid, Masters Degree in Accounting Information Systems and was licensed as a CPA in 1995. James Clavijo, Masters Degree in Accounting and obtained his CPA license from the state of Florida. Clara Olivera, Finance & Accounting. Sebastian Bellora, Chief Technology Officer. BK

A: Loans must be repaid; investments can be lost. All loans have an agreement and a repayment schedule, sometimes called a promissory note. When someone invests in a business, they understand that it is a risk and they may lose their money or never see any profit from the investment. If your business that was loaned money fails, you still must repay the business loan and all associated interest. For regulatory reasons, loans are the ONLY financial tools available in Weemba at this time. Under no circumstances can repayment plans for projects include a share in a business or other ownership.

Loans assure you get paid back while investment can be lost 

Duzak 11   Jim is a graduate of Central Connecticut State University and Boston College Law School – Attorney, Mediator, Workshop Leader, Newspaper/Online Columnist A New Way to Pay for Your Divorce January 12, 2011 06:55PM | Finance & Legal, Relationships | 0 COMMENTS | by Jim Duzak http://www.boomer-livingplus.com/article/a_new_way_to_pay_for_your_divorce BK

Balance Point makes a distinction between “investing” and “lending.” Because the money paid is not a loan, there’s no interest charged. Instead, Balance Point will receive a percentage of any asset recovery that’s ultimately achieved. What percentage? They don’t say, other than that it’s “substantially smaller” than the one-third fee that attorneys will often charge in contingency fee cases. And because the money is an investment and not a loan, the client has no repayment obligation if she loses the case at trial or on appeal. 
There are four differences in financing literature between the two
Kumar 10 Prof. Vinod Kumar has received the post graduate degree in commerce from H.P. University in 2004 Investment Vs Loan >> JUNE 16, 2010 http://www.svtuition.org/2010/06/investment-vs-loan.html BK

I have already defined both Investment and Loan and showed in my Finance Chart.  Here, I am providing the detail of difference between Investment and Loan:
1. Investment is one of Basics of Finance. It means, if anybody will ask about the basics of finance, you have to tell investment is one of basics of finance. But loan is source of finance. If we have not money or fixed asset, we can finance it through getting loan from banking and financial institutions. 
2. Accounting treatment of investment is different from accounting treatment of loan. Suppose, you have your personal contractual business. You bring your capital in business and after this you have started to earn money through dividend . For this, you have bought 5000 shares of XYZ company. This is your investment in shares and it will go to balance sheet asset side.  But if you have not sufficient money to buy the 5000 shares and you take some money from other party on interest. That payable amount will be your loan and it will be shown as liability in balance sheet. Sometime, you can give loan to other. Basically, it is your investment. But, you can show it in Loan and Advance as Asset.
3. On the basis of difference between investment and loan, board of directors are playing the game in business on equity. You have read in financial management, that it is the  duty of management to get loan at cheap rate, lower risk and control and risk and invest it at higher profit at lower risk. What did you get idea after reading financial statement. I have only one idea. Loan is power of business for taking the challenge to get high yield on same amount invested in any other project. 
4. Loan is affected from market interest rates and cost of debt but investment decision is affected large number of factors like capital budgeting, investment analysis, project planning, real option analysis and capital asset pricing model. 
A loan guarantee is only conditionally spending money 

Muro and Rothwell 11 Mark Muro, senior fellow and director of policy for the Metropolitan Policy Program at Brookings, Jonathan Rothwell a Senior Research Analyst and Associate Fellow at the Metropolitan Policy Program Brookings: “DOE’s Loan Guarantee Program Will Likely Result in Minimal Costs and Large Gains for Taxpayers” By Climate Guest Blogger on Sep 28, 2011 at 8:25 am by Mark Muro and Jonathan Rothwell, in a Brookings repost BK
A loan guarantee is distinct from free money via a grant or a tax credit. A guarantee results in actual spending only if the borrower goes into default, at which point, the attorney general is obligated to recover the unpaid principal and interest by seizing the borrower’s assets.

Investment is not a loan guarantee 

Ward 11 Elizabeth Ward, Elizabeth was awarded an MBA from the University of Pittsburgh and an MS ChE from Polytechnic Institute of NYU, worked as a chemical engineer for both the US EPA in DC, and at DuPont before becoming a banker, then consultant with Washington Advisors MONDAY, NOVEMBER 21, 2011 Solyandra was a Loan Not a Venture Capital Investment http://greenrisks.blogspot.com/2011/11/solyandra-was-loan-not-venture-capital.html BK

Thursday, Energy Secretary Steven Chu sat through more than five hours of questioning by the oversight panel of the House Energy and Commerce Committee about the failure of Solyndra. He deftly danced around charges of incompetence discussing Solyndra using such phrases such as “cash burn rate”, “start up” and “build up sales,” and said the White House has not lost faith in him. The committee and Secretary Chu seemed to have missed the point. This was a loan guarantee program. This was not a venture capital fund. This was not supposed to be a government investment in Solyndra or any other company (Beacon Power for example), but a loan guarantee program to aid viable projects in obtaining loans to build commercial scale projects.
Investment is not a load guarantee 

George et al. 09  Bose George, Frederick Cannon, Jade J. Rahmani - Keefe, Bruyette, & Woods, Inc. Mortgage Finance October 19, 2009 An Augean Task: A Government Exit Strategy to Recap FNM & FRE http://www.scribd.com/doc/21734606/Equity-Research BK

There is general consensus that the primary role of the agencies in the future is in the loan guarantee business and not in the investment business. By creating "bad banks" of the existing portfolios and putting the existing portfolios into receivership, the government can limit its losses and define its role in supporting the mortgage industry through the crisisand create an exit strategy. 

-- Inclusive Definitions (Assorted)
User taxes are infrastructure investments

Khasanabis, Dhnigra, Mishra, and Safi 10 - Professor, Dept. of Civil and Environmental Engineering, Wayne State Univ; Professor, Dept. of Civil Engineering, Transportation Systems Engineering, Indian Institute of Technology Bombay; Ph.D. Candidate, Dept. of Civil and Environmental Engineering, Wayne State Univ; Associate Transportation Engineer, Dowling Associates Inc ("Mechanisms for Transportation Infrastructure Investment in Developing Countries", ASCE, Journal of Urban Planning and Development, Volume 136, issue 1,  February 12, 2010, PDF)//KL
The multibillion dollar highway infrastructure in the United States was built over the past 200 years and has been financed primarily by public dollars through various forms of user taxes (Garber and Hoel 200110). Factors such as improved mobility, reduced congestion, and higher safety, along with economic benefits have been used to justify these investments. Tollways and turnpikes, regardless of tenure, constitute a very small fraction of U.S. highways and are somewhat of an exception to this rule. Typically, these facilities are financed by long-term bonds, and the revenue generated by the facilities is used to pay for the investment. Very little private funding has been used in the past in the United States for roadway infrastructure. Private participation is, however, more common in other modes of transportation, particularly rail, air, and transit prior to 1950s. The concept of public-private partnership (PPP) in large infrastructure projects that allows joint ownership of infrastructure has gained some ground during the last decade in the United States (Rosenau 200021).

Trade-off is normal means -- investment doesn't mandate allocation

Maggio and Maze 93- (Mark E, T. H., "Transportation Infrastructure Policy: An Introductory Synthesis", Policy Studies Journal, Volume 21, Issue 2, June 1993, accessed from Wiley Online Library, http://onlinelibrary.wiley.com.proxy.lib.umich.edu/doi/10.1111/j.1541-0072.1993.tb01820.x/abstract)//KL

The first article in the symposium provides a comparative policy analysis of the United States fuel tax regime, where revenue is dedicated to transportation trust funds, vis a vis assignment of the fuel tax revenues to a national general fund, as is the case in France. The author characterizes the current political and budgetary climate in the United States as one which may soon require some portion of fuel taxes to be allocated to the general fund. If this happenss, transportation infrastructure projects will be competing through the political and budgetary processes with other government expenditure priorities, for example, education, health and human services, and the military. Other methods to generate revenue for transportation infrastructure include congestion pricing, road pricing, and marginal cost pricing. These concepts, derived from economic theory and pwlicy analysis, can now be effectively implemented through advances in communications and information technology. The foundation and principles of congestion pricing and travel demand management, as alternatives to highway capacity expansion, are examined by McMullen, Based on a review of past experience with congestion pricing, she provides several recommendations for the formulation of successful congestion pricing programs.

Infrastructure investment includes fees

Maggio and Maze 93- (Mark E, T. H., "Transportation Infrastructure Policy: An Introductory Synthesis", Policy Studies Journal, Volume 21, Issue 2, June 1993, accessed from Wiley Online Library, http://onlinelibrary.wiley.com.proxy.lib.umich.edu/doi/10.1111/j.1541-0072.1993.tb01820.x/abstract)//KL

The first article in the symposium provides a comparative policy analysis of the United States fuel tax regime, where revenue is dedicated to transportation trust funds, vis a vis assignment of the fuel tax revenues to a national general fund, as is the case in France. The author characterizes the current political and budgetary climate in the United States as one which may soon require some portion of fuel taxes to be allocated to the general fund. If this happenss, transportation infrastructure projects will be competing through the political and budgetary processes with other government expenditure priorities, for example, education, health and human services, and the military. Other methods to generate revenue for transportation infrastructure include congestion pricing, road pricing, and marginal cost pricing. These concepts, derived from economic theory and policy analysis, can now be effectively implemented through advances in communications and information technology. The foundation and principles of congestion pricing and travel demand management, as alternatives to highway e d a c i ty expansion, are examined by McMullen, Based on a review of past experience with congestion pricing, she provides several recommendations for the formulation of successful congestion pricing programs. 
Transportation infrastructure investments include grants

DOT 11 - Department of Transportation ("National Infrastructure Investments: TIGER Discretionary Grants", Catalog of Federal Domestic Assistance, 2011, https://www.cfda.gov/?s=program&mode=form&tab=step1&id=9cfbdf4746fa10a640961c2f55a5be99)//KL

The grants for National Infrastructure Investments in the FY 2011 Continuing Appropriations Act are for capital investments in surface transportation infrastructure grants to be awarded to a State, local, or Tribal governments, including U.S. territories, tribal governments, transit agencies, port authorities, metropolitan planning organizations (MPOs), other political subdivisions of State or local governments, and multi-State or multijurisdictional groups applying through a single lead applicant on a competitive basis for surface transportation projects (including, but not limited to: (1) Highway or bridge projects eligible under title 23, United States Code; (2) public transportation projects eligible under chapter 53 of title 49, United States Code; (3) passenger and freight rail transportation projects; and (4) port infrastructure investments) that will have a significant impact on the Nation, a metropolitan area, or a region.
“Substantial investment” can be qualitative OR quantitative and isn’t just money

WIPO draft  96 World Intellectual Property Organization Geneva Diplomatic Conference On Certain Copyright And Neighboring Rights Questions Geneva, December 2 To 20, 1996 Basic Proposal For The Substantive Provisions Of The Treaty On Intellectual Property In Respect Of Databases To Be Considered By The Diplomatic Conference prepared by the Chairman of the Committees of Experts on a Possible Protocol to the Berne Convention and on a Possible Instrument for the Protection of the Rights of Performers and Producers of Phonograms Memorandum prepared by the Chairman of the Committees of Experts Draft Treaty on Intellectual Property in Respect of Databases https://openaccess.leidenuniv.nl/bitstream/handle/1887/12038/08.pdf?sequence=7 BK

(iv) “substantial investment” means any qualitatively or quantitatively significant investment of human, financial, technical or other resources in the collection, assembly, verification, organization or presentation of the contents of the database; 

“Substantial investment can be qualitative or quantitative and consist of finance, technology, ideas, and innovations

WIPO draft  96 World Intellectual Property Organization Geneva Diplomatic Conference On Certain Copyright And Neighboring Rights Questions Geneva, December 2 To 20, 1996 Basic Proposal For The Substantive Provisions Of The Treaty On Intellectual Property In Respect Of Databases To Be Considered By The Diplomatic Conference prepared by the Chairman of the Committees of Experts on a Possible Protocol to the Berne Convention and on a Possible Instrument for the Protection of the Rights of Performers and Producers of Phonograms http://www.bitlaw.com/source/treaties/database.html BK

2.07 Item (iv) defines the term "substantial investment". The investment may be in human, financial, technical or other resources essential to the production of a database. The human resources may, in addition to the "sweat of the brow", consist of the contribution of ideas, innovation and efforts that add to the quality of the product. The protection of a database does not, however, depend upon innovation or quality; mere investment is sufficient. The fact that the main requirement for protection is investment does not, however, reduce the value of the proposed system of protection since it also encourages innovation as well as industrious efforts in the production of databases. The investment must be sufficient, or "substantial", to qualify the database for protection. The substantiality requirement has been characterized in the expression "qualitatively or quantitatively significant"; this expression should be understood to mean qualitatively, quantitatively or both together. The measurement of significance must be based on objective criteria. In any dispute, it is the burden of the maker of the database to demonstrate the necessary investment.

Investment means money – contextual government definition

Department of Transportation 03 U.S. Department of Transportation, Bureau of Transportation Statistics, "Transportation Investment-Concepts, Data and Analysis," draft, compiled based on data from U.S. Department of Commerce (USDOC), Bureau of Economic Analysis (BEA), "Fixed Assets and Consumer Durables," and personal communications with BEA; and USDOC, U.S. Census Bureau, "Value of Construction Put in Place Statistics," Detailed Construction Expenditure Tables, available at http://www.census. gov, as of February 2003. http://www.bts.gov/publications/transportation_statistics_annual_report/2003/html/chapter_02/figure_109.html BK

Investment in transportation infrastructure includes the purchase or construction value of transportation facilities and structures. Data on state and local transportation investment are not available separately. For rail infrastructure, only state and local investment from 1993 to 2000 are included. Government investment in pipeline infrastructure and federal investment spending on railroads are not covered due to lack of data. Investment in rolling stock consists of government outlays for motor vehicles only. Government spending on other rolling stocks (e.g., aircrafts, vessels, and boats) and other machinery and equipment used by federal, state, and local DOTs are not counted in the estimates due to lack of data. All dollar amounts are expressed in chained 1996 dollars, unless otherwise specified. Current dollar amounts (which are available in appendix B of this report
Solyndra proves “investment” includes “a loan guarantee”

Gingrich 12 How President Obama's Bureaucratic Investments Kill Jobs Human Events May 30, 2012 Newt Gingrich BK

His efforts so far have been a disaster. The Obama Department of Energy extended a $2.1 billion "investment" -- a loan guarantee -- to a green-tech company, Solar Trust of America, which declared bankruptcy last month. He lost another $530 million on Solyndra, a start-up where executives were making lucrative salaries, plus bonuses.

Predictable – it is how the government does transportation infrastructure investment 

NEI 11 Nuclear Energy Institute Issues in Focus Loan Guarantees For Clean Energy Development www.nei.org/filefolder/loanguaranteefastfacts.pdf BK

Loan guarantees are widely and successfully used by the federal government to ensure investment in critical infrastructure. The federal government uses loan guarantees to enable investment in critical national needs, including shipbuilding, transportation infrastructure, exports of U.S. goods and services, affordable housing, and many other purposes. The federal government manages a successful loan guarantee portfolio of $1.2 trillion. 

***Other Definitions***
Substantial 

Substantial is 556 billion dollars 

Michele 11, Principal/Founder of Policy in Motion, completed her Master’s of Science degree in Transportation Technology and Policy from the University of California, Obama Spreads Valentine Love to Transportation with $556B Proposal: Infrastructure Bank, Livability Grants, Doubling Transit Funds By Lauren Michele, February 16, 2011 http://policyinmotion.com/2011/02/obama-spreads-valentine-love-to-transportation-with-556b-proposal-infrastructure-bank-livability-grants-doubling-transit-funds/

In his 2012 fiscal year budget released on Feb. 14, President Barack Obama proposed a six-year $556 billion surface transportation package. The amount represents a substantial increase in transportation funding and includes an immediate $50 billion cash infusion to create jobs, a proposed national infrastructure bank, and a heavy emphasis on expanding high-speed rail.
AT: Should = Must

Should not must – doesn’t imply certainty 

Dilip 11, Aron Dilip (Contributing Editor – India) – Professor in Social Science Difference Between Should and Must Mar 17th, 2011 http://www.differencebetween.com/difference-between-should-and-vs-must/#ixzz1yLDjLmkx BK

Should and Must are two modal auxiliary verbs in English language that should be used correctly and with difference. Both the verbs differ in their forms and their meanings as well. The verb ‘must’ is generally used expressive of certainty as in the sentence ‘I must get up at five tomorrow.’ In this sentence the modal auxiliary verb ‘must’ is used expressive of certainty regarding getting up at five in the morning. ‘Must’ is used to indicative of strong advice to oneself or to others as in the sentences: 1. I really must stop drinking alcohol. 2. You must be here by 9 o’clock at the latest. In both the sentences given above you will find that ‘must’ is used supportive of an advice or order. Sometimes ‘must’ is used in questions too. In such cases it seems to ask about the intentions of the person who is spoken to as in the sentences: 1. Must I write down everything? 2. Why must you read till late in the night this week? You seem to ask about the intentions of the person who is spoken to in both the sentences by the usage of the verb ‘must’. The modal auxiliary verb ‘should’ can be used as the past form of ‘shall’ as in the sentence ‘I said I should be in the temple before eleven.’ The verb ‘should’ sometimes is used after ‘if’ to suggest some sort of possibility or chance as in the sentence ‘If you should see Julie, give her my wishes.’ The meaning that you get from the sentence is that in case you meet her you convey my wishes to her. The verb ‘should’ is very frequently used to express obligation and duty as in the sentence ‘You should meet him today.’ Thus the two verbs are to be used with precision.

AT: Should = Possible 

Should not could – just because you use the word “should” does not mean the aff is possible 

Dilip 11, Aron Dilip (Contributing Editor – India) – Professor in Social Science Difference Between Should and Could Aug 10th, 2011 http://www.differencebetween.com/difference-between-should-and-vs-could/#ixzz1yLCypJ6k BK

Should and Could are two auxiliary verbs in English that show difference between them when it comes to their meanings and usage. The auxiliary verb ‘should’ is normally used in the sense of ‘have to’. The auxiliary verb ‘could’ is used in sentences that make a request. This is the main difference between the two auxiliary verbs, namely, should and could. Observe the two sentences, 1. I should get it in the morning. 2. She should make it possible. In both the sentences, you can find that the auxiliary verb ‘should is used in the sense of ‘have to’ and hence, the meaning of the first sentence would be ‘I have to get it in the morning’, and the meaning of the second sentence would be ‘she has to make it possible’. Observe the two sentences, 1. Could you please tell me your address? 2. Could you give me your pen? In both the sentences, the auxiliary verb ‘could’ is used in sentences with request. It is interesting to note that the auxiliary verb ‘could’ is used as the past tense form of the verb ‘can’ as in the sentences 1. I could do it easily. 2. She could not do it. In both the sentences, you can find that the verb ‘could’ is used as the past tense form of the verb ‘can’. On the other hand, the verb ‘should’ is used sometimes in a peculiar sense of ‘if’ as in the sentence ‘should you get it today, the work can get over’. In this sentence, the versb ‘should’ is used in a peculiar sense of ‘if’ and hence, the meaning of the sentence would be ‘if you get it today then the work can get over’. These are the differences between the two verbs, should and could.

AT: In = At

In not at – in means “well within” and “at” doesn’t  

Dilip 11, Aron Dilip (Contributing Editor – India) – Professor in Social Science Difference Between in and at Jan 24th, 2011 http://www.differencebetween.com/difference-between-in-and-at/#ixzz1yL7Vuke1 BK

It is a well known English grammatical fact that both ‘in’ and ‘at’ are prepositions. They may appear to be alike but have different usage in English grammar. First of all it is to be understood that ‘in’ and ‘at’ describe any noun in the location case. In other words it can be said that ‘in’ and ‘at’ describe the location of a particular noun. Look at the two expressions, ‘in the house’ and ‘at the college’. Both these expressions give an idea about the location namely, ‘house’ and ‘college’ respectively. The preposition ‘in’ is used to indicate the location of someone at a particular point of time. See the example, ‘he was in the church when I went to his home’. Here the person was in the location called church when his friend visited his home. The preposition ‘at’ is used to indicate the proximity of nearness of something. For example in the sentence, ‘the dog was at the gate’, the preposition ‘at’ implies the nearness of the dog to the gate. The preposition ‘in’ conveys the idea of ‘well within’ whereas the preposition ‘at’ does not always conveys the idea of ‘well within’. Look at the two examples, ‘the thought occurred in the mind’ and ‘he was in the canteen at the railway station’. In the first sentence ‘in’ conveys the meaning of ‘well within’ whereas in the second sentence the preposition ‘at’ does not convey the meaning of ‘well within’ but only implies the idea that the canteen was present near the railway station or outside or attached to it. As a matter of fact both the prepositions are used in phrases. These phrases too give different meanings according to the context. The common idea with which these two prepositions are used is of course to describe the noun in the locative case.

AT: In = Inside 

In not within – within is used to describe “depth” 

Dilip 11, Aron Dilip (Contributing Editor – India) – Professor in Social Science Difference Between in and inside in English Grammar Jan 24th, 2011 Read more: http://www.differencebetween.com/difference-between-in-and-inside/#ixzz1yL7uF2qv BK

In and inside are two words used differently in terms of usage in English grammar although they appear to be alike. The preposition ‘in’ is used to describe the noun in the locative case as in the example ‘the horse is in the stable’. Here the preposition ‘in’ describes the location of the horse. On the other hand the word ‘inside’ is used to convey the sense of ‘depth’ as in the sentence ‘the child is inside the house’. Here the word ‘inside’ conveys the sense of ‘depth’ and gives the idea that ‘the child is in the depth of the house’ or ‘well within the house’. Hence it is understood that the word ‘inside’ is used as an emphasizing particle. It emphasizes the presence of something or an individual well within something. In the above example, the child is definitely understood to be in the house or is well within the house. The word ‘inside’ carries with it the sense of ‘complication’ too as in the usage ‘the surgeon operated the inside of the brain’. Here the word ‘inside’ is used as a noun. The preposition ‘in’ is also used occasionally as a noun as in the expression ‘in and out’. It is true that both the words ‘in’ and ‘inside’ are used to convey location but in different angles. While the preposition ‘in’ is used to convey the location in the direct sense, the word ‘inside’ is used to convey the location in the indirect sense. Look at the two sentences, namely, ‘the book is in the shelf’ and ‘the lion is inside the forest’. There is a sense of absoluteness about the presence of the book in the shelf in the first sentence whereas there is the sense of abstractness about the presence of the lion in the forest.

AT: In = On

In not on – in means “within” but on means “on top”

Dilip 11, Aron Dilip (Contributing Editor – India) – Professor in Social Science Difference Between in and on Jan 24th, 2011 http://www.differencebetween.com/difference-between-in-and-on/#ixzz1yL8Hs8ZK BK

In and on are two prepositions in English grammar that are used to describe a noun in the locative case. It is important to know that these two words are used generally to point out the location of some object or an individual. Look at the two sentences, ‘the book is on the table’ and ‘the lion is in the den’. In both the examples the words ‘on’ and in’ are used to convey the sense of location but with some difference. The difference lies in the definition of location. It is true both these words define the location differently. As a matter of fact the preposition ‘in’ is used to imply the meaning ‘within’ or ‘inside’. In the sentence ‘the lion is in the den’, the idea that is understood is that ‘the lion is inside the den’. Similarly in the sentence ‘the book is on the table’, the idea that is understood is that ‘the book is at the top of the table’. Thus the location is defined differently by the two prepositions ‘in’ and ‘on’. The same rule applies when using some phrases like ‘in time’ and ‘on time’. The phrase ‘in time’ gives the idea of ‘in advance’ whereas the phrase ‘on time’ gives the idea of ‘exactness’. Look at the two sentences, ‘he arrived at the dais in time’ and ‘he reached the airport on time’. In the first sentence, we get the idea that he arrived at the dais well in advance. On the other hand in the second sentence, we get the idea that he reached the airport at the exact time. Both the words and the locative adjectives ‘in’ an ‘on’ are used differently in different phrases to give different meanings. It is important to know that these two words combine very well with various verbs to give varied meanings.

AT: In = Throughout

In means “within the limits” NOT throughout

Cullen, Court of Appeals of Kentucky, 52, Commissioner, Court of Appeals of Kentucky, November 13, 1952 Riehl et al. V. Kentucky unemployment compensation commission; the judgment is affirmed. Rehearing denied; COMBS, J., and SIMS, C. J., dissenting. http://ky.findacase.com/research/wfrmDocViewer.aspx/xq/fac.19521113_0040095.KY.htm/qx BK

We do not find any ambiguity in KRS 341.070(1). It is our opinion that the key word in the statute is the word 'in,' preceding the words 'each of three calendar quarters', and if the word is accorded its ordinary and common meaning, the statute does not require simultaneous employment. According to Webster's New International Dictionary, the word 'in,' used with relation to a period of time, means 'during the course of.' The same meaning, expressed in another way, would be 'within the limits or duration of.' Employing this meaning, the statute says that an employer is subject to the Act if, during the course of, or within the limits or duration of each of three calendar quarters, he had in covered employment four or more workers, to each of whom the required amount of wages was paid. This clearly means that the employment need not be simultaneous. Obviously, the word 'in' does not mean 'throughout' or 'for the entire period of,' because then there would be no point in adding the requirement of the payment of a minimum of $50 in wages. In these times, no worker employed for a full calendar quarter would be paid less than $50 in wages. The appellant seeks to read into the statute the words 'at the same time,' following the words 'had in covered employment'. There is no justification for this, unless the word 'in' means 'during any one period of time in.' We are not aware of any authority for ascribing such a meaning to the word 'in'. 

AT: In = Within 

In not within – in means “location” whereas within means “well inside”

Dilip 11, Aron Dilip (Contributing Editor – India) – Professor in Social Science “Difference Between in and within in English Grammar Jan 24th, 2011 http://www.differencebetween.com/difference-between-in-and-within/#ixzz1yL723hra BK

In and within though look alike, they differ in their usage in English grammar. The preposition ‘in’ is used to describe the noun in locative case. It describes the location of a particular thing or an individual. In the sentence ‘he lives in New York City’, the preposition ‘in’ describes the location of a person. On the other hand the word ‘within’ gives the sense of ‘well inside’. For example in the sentence, ‘he works well within himself’, the word ‘within’ conveys the sense of ‘well inside’ and gives the idea ‘he works well inside his self’. Here the word ‘within’ gives the extra meaning of ‘good’. In the same way these two words ‘in’ and ‘within’ give different meanings when used differently with other words. For example the expressions ‘in time’ and ‘within the given time’, the two words ‘in’ and ‘within’ are used in different senses. Loot at the two examples, namely, ‘he came in time’ and ‘he came within two hours’. In the first sentence the preposition ‘in’ gives the sense of ‘advance’ and gives the idea of ‘he came in advance’. In the second sentence the word ‘within’ gives the sense of ‘under’ and gives the idea of ‘he came under two hours’. Thus it is interesting to note that the word ‘within’ is used in the sense of ‘under’ whereas on the other hand the preposition ‘in’ is used in the sense of ‘advance’ and not in the sense of ‘under’. Look at the usage, namely, ‘he came in two hours’. Here the preposition ‘in’ is used in the sense of ‘at the completion’ or ‘at the stroke of’. Hence it gives the idea of ‘he came at the completion of two hours’. These two words are very much used in combination of several verbs too.

In the “United States” Excludes Territories 

In the “United States” excludes territories 

Siksi 11 Markku Suksi, Professor (Department of Law) National Director of the EMA Programme “Sub-State Governance Through Territorial Autonomy: A Comparative Study in Constitutional Law of Powers, Procedures and Institutions” Google books http://books.google.com/books?id=d7UUkiwi_9cC&pg=PA173&lpg=PA173&dq=%22the+united+states+excludes+territories%22&source=bl&ots=HugdwNR3e7&sig=e09lLC4W8Fxe_1bL0oCA1E4bleg&hl=en&sa=X&ei=r-rhT8f3BIj69QS_y7mGCA&ved=0CC0Q6AEwAQ#v=onepage&q&f=false BK

The interpretation soon emerged that Puerto Rico would be governed under the plenary powers of Congress with reference to, in particular, Article IV, section 3(2), of the US Constitution. which constitutes the so-called territorial clause and according to which "the Congress shall have Power to dispose of and make all needful Rules and Regulations respecting the Territory or other Property belonging to the United States". As a possession of the US. Puerto Rico is regarded as a territory that is unincorporated in the federal structure of the State." The political discussion continued between two alternatives, whether or not the US Constitution followed the Hag. A third interpretation, a middle ground of some sort was ultimately the one upon which the legislative approach and later also rulings of the US Supreme Court were based: the concept of the "United States" excludes territories and therefore, the new territories could be governed as colonies it" Congress so chose." This interpretation was adopted from the very beginning of the US - Puerto Rico relationship when the Organic Act of Puerto Rico, or the so called Foraker Act was enacted in 1900.

USFG means the United States
The “federal government means the United States of America” – contextual source

Department of Transportation 10 UNITED STATES OF AMERICA DEPARTMENT OF TRANSPORTATION FEDERAL TRANSIT ADMINISTRATION MASTER AGREEMENT For Federal Transit Administration Agreements authorized by 49 U.S.C. chapter 53, Title 23, United States Code (Highways), the Safe, Accountable, Flexible, Efficient Transportation Equity Act: A Legacy for Users, as amended by the SAFETEA-LU Technical Corrections Act, 2008, the Transportation Equity Act for the 21 st Century, as amended, the National Capital Transportation Act of 1969, as amended, the American Recovery and Reinvestment Act of 2009, Pub. L. 111-5, February 17, 2009, or other Federal laws that FTA administers. FTA MA(17) October 1, 2010 http://www.fta.dot.gov/documents/17-Master.pdf BK

f. Federal Government means the United States of America and any executive department or agency thereof. 
***Etymology***
Transportation 

Transportation is the noun of transport 
OE No Date Online Etymology Dictionary accessed 6/25/12 http://www.etymonline.com/index.php?term=transportion BK

transportation 1530s, "act of transporting," noun of action from transport. In the sense of "means of conveyance" it is first recorded 1853. 
Transport is to carry across 

OE No Date Online Etymology Dictionary accessed 6/25/12 http://www.etymonline.com/index.php?term=transport BK

transport (v.) late 14c., from O.Fr. transporter "carry or convey across" (14c.), from L. transportare, from trans- "across" (see trans-) + portare "to carry" (see port (1)). Sense of "carry away with strong feelings" is first recorded c.1500. Meaning "to carry away into banishment" is recorded from 1660s. The noun is attested from mid-15c., originally "mental exaltation;" sense of "means of transportation" is recorded from 1690s.

Infrastructure 

Infrastructure is the basis 
OE No Date Online Etymology Dictionary accessed 6/25/12 http://www.etymonline.com/index.php?term=infrastructure BK

1887, from Fr. infrastructure (1875); see infra- + structure. The installations that form the basis for any operation or system. Originally in a military sense.
Investment 

Investment means money 

OE No Date Online Etymology Dictionary accessed 6/25/12 http://www.etymonline.com/index.php?term=investment BK

investment 1590s, “act of putting on vestments” (a sense now found in investiture); later “act of being invested with an office, right, endowment, etc.” (1640s); and “surrounding and besieging of a military target” (1811); see invest + -ment. Commercial sense is from 1610s, originally of the finances of the East India Company; general use is from 1740 in the sense of “conversion of money to property in hopes of profit,” and by 1837 in the sense “amount of money so invested; property viewed as a vehicle for profit.” For evolution of commercial senses, see invest. 

Etymology Good – Education 
Etymology key to vocabulary and understanding of language – that is key to success in classes, testing, and education

Opyr 11 Dr. Linda Opyr, professor at Nassau Community College and chairs the English Department at Sewanhaka High School.  http://www.sewanhaka.k12.ny.us/Page/13558 BK

The term etymology refers to the examination of words, in particular the study of how words have developed. Learning about the parts of words (their prefixes, roots and suffixes) and the languages and places from which they first appeared can help students to understand our English language more completely and deeply. This will help them to develop their vocabulary.  The greater their vocabulary, the better students are able to understand their reading. This will help them to do better in their classes as textbooks and novels are read and also help them to understand the newspapers, magazines and books that they read for pleasure. Similarly, a greater vocabulary helps them to be better writers, as they are able to use the words needed to convey their exact thoughts and feelings. Nothing will help a student to succeed more in every class than becoming a better reader and writer.  With this in mind, the District’s directors, coordinators, chairpersons and teachers have collaborated in identifying those prefixes, roots and suffixes which they will teach in their classes this school year. You will find that some of these word parts will be taught in more than one class and on more than one grade level; this tells you how very important it is to learn them.  Not only will learning these prefixes, roots and suffixes help students to do better in their classes, but it will also help them to develop their ability to predict the meanings of words they have not studied by recognizing the word parts they know within them. In addition, important vocabulary words have been identified. These now appear here, as well. This will help students tremendously as they prepare to take their PSAT, SAT and ACT exams.  The use of etymology to promote student learning has been used with great success for generations of students throughout the world. With great pleasure, I invite our parents and students to discuss and study the prefixes, roots and suffixes that will be studied in the specified classes. The benefits attained by such collaboration will be substantial and last for many, many years to come.   
Etymology is the best way to understand language and new words

Chatzisawas 05 K, (2005), The Benefits of Etymology in the Vocabulary Development of Greek ESL Students, study (Instruction and curriculum ` KEAN UNIVERSITY, NJ, USA) Cumculum I ESL, http://hcc.edu.gr/download/The%20Benefits%20of%20Etymology.pdf BK

It seems really tedious and complicated to learn new words by memorizing them. The result is that most people learn these words, but because they do not use them, they forget them. In contrast, teaching with etymology aims to have students comprehend each word rather than just memorize each word one by one. Consequently, etymology can have a positive impact in learning new words. It is a teaching method that makes learning more simple, meaningful and pleasant. Also, the new lexicon makes sense to learners.

--- Theory ---

***Limits ***
- Broad definitions good
Broad definitions good- it’s how the federal government approaches defining infrastructure // Broad definitions good- allows us to talk about vulnerable US assets 

Moteff et al 3 (John Moteff, Claudia Copeland, and John Fischer Resources, Science, and Industry Division of the Congressional Research Service, Janurary 23 2003, “Critical Infrastructures: What Makes an Infrastructure Critical?”, http://www.dtic.mil/cgi-bin/GetTRDoc?Location=U2&doc=GetTRDoc.pdf&AD=ADA467306)//JM

While the definition of critical infrastructure is broad and the number of infrastructures that are being considered critical has grown, limiting the number of infrastructures under study a priori might miss a dangerous vulnerability. At some point, however, priority of effort will be required. According to the National Strategy for Homeland Security, the federal government will apply a consistent methodology to focus its efforts on the highest priorities. The Strategy further states that a forthcoming comprehensive national plan to protect critical infrastructure from terrorist attacks will provide an approach for rationally balancing the costs and benefits of increased security according to the threat. However, the Strategy gives no indication of what these methodologies or approaches will be. Congress may want to focus some of its attention on how the Admin

Narrow focus compartmentalizes knowledge -- kills holistic perspective

Miller 98 - Professor of Philosophy (George David, Negotiating toward truth: the extinction of teachers and students, Google Book, previewed online, January 1998 http://books.google.com/books?id=I5Yvrv1Rst4C&printsec=frontcover&source=gbs_ge_summary_r&cad=0#v=onepage&q&f=false)//KL
Compartmentalization prevents students from seeing the whole. When students are given only a focalized view of reality, then they become more alienated . I would like to expand on this alienation. The alienation arises, on the one hand, from drawing solutions from this compartmentalized solutions that do not work. Education fails to develop holistic perspectives on issues. Secondly, compartmentalized education retards solidarity. We only see our neck of the woods. We don't see how our neck of the woods interacts with other necks of the woods and how the necks of the woods are similar. Compartmentalized learning narrows perspectives. 

Breadth  is key to catalyzing in depth education -- broad limits solve all their offense

Colander and McGoldrick 09 - Professor of Economics at Middlebury College, Professor of economics at the University of Richmond (David, and Kim Marie, Liberal Education, Vol. 95, No. 2 “The Economics Major  and Liberal Education,” Spring, http://www.aacu.org/liberaleducation/le-sp09/le-sp09_economics.cfm)\\KL

The success or failure of a liberal education, or an undergraduate major, depends far more on how the educational process influences students’ passion for learning than it does on what specifically they learn. A successful liberal education creates a lifelong learner, and classroom instruction is as much a catalyst for education as it is the education itself. Because passion for learning carries over to other fields and areas, the catalyst function of education does not depend on content. Academic departments tend to focus on both the need for depth in the field and the need for specialized training as a component of liberal education. The push for depth over breadth by disciplinary scholars is to be expected. Just as a Shakespeare scholar is unlikely to be passionate about teaching freshman composition, a scholar of classical game theory is unlikely to be passionate about teaching general economic principles within the context of an interdisciplinary consideration of broad themes. Because breadth is not usually associated with research passion by disciplinary specialists, and because a college is a collection of disciplinary specialists, breadth often gets shortchanged; it is interpreted as “superficial.” But in reality, breadth pertains to the nature of the questions asked. It involves asking questions that are unlikely to have definitive answers—“big-think” questions that challenge the foundations of disciplinary analysis. By contrast, depth involves asking smaller questions that can be answered—“little-think” questions that, too often, involve an uncritical acceptance of the assumptions upon which research is built. Questions and areas of study have two dimensions: a research dimension and a teaching dimension. The disciplinary nature of both graduate education and undergraduate college faculties leads to an emphasis on “research questions,” which tend to be narrow and in-depth, and a de-emphasis on “teaching questions,” which tend to involve greater breadth. Economics has its own distinctive set of teaching questions: Is capitalism preferable to socialism? What is the appropriate structure of an economy? Does the market alienate individuals from their true selves? Is consumer sovereignty acceptable? Do statistical significance tests appropriately measure significance? It is worthwhile to teach such “big-think” questions, but because they do not fit the disciplinary research focus of the profession, they tend not to be included in the economics major. This is regrettable, since struggling with “big-think” questions helps provoke a passion for learning in students and, hence, can be a catalyst for deeper student learning. It is similarly worthwhile to expose students to longstanding debates within the field. 

AT: Repition good
Even if repetition can work in some instances, we shouldn’t consider a global template for learning- it also misses the point of what learning is

Betz 99 et. Al (Muhammad K. Betz Professor, Southeastern Oklahoma State University, USA, commented on by Young S. Kim Professor of Medicine and Pathology, University of California, San Francisco, School of Medicine Director, Gastrointestinal Research Laboratory, VA Medical Center, S.F.moderated by Robert N. Leamnson Professor of Biology, UMass Dartmouth, Massachusetts, USA., Discussion 9-18 Summarized 19-20, “Technology and the Biological Basis of Learning”, http://www.ifets.info/journals/2_4/formal_discussion_0899.html)//JM

Brain learning versus other learning "A Theory of Learning" Explaining learning in terms of stabilizing useful circuits through repeated use might indeed be a "just so" story. But there is nothing about this theory that leads to any untenable conclusions. It has considerable explanatory power, and the testable predictions it makes have been verified at the cellular level experimentally. It is entirely compatible with practical experience that shows that we remember things more readily and accurately the more times they are experienced (although the relationship is probably not linear). Musicians, for example, are well aware of the efficacy of practice. And because the patterns formed through multiple connections are unimaginably complex, some pathways and sets of pathways are used not just for a single process (like remembering your phone number) but get used in a variety of situations in varying combinations with other pathways. That interesting phenomenon might explain our wonderful ability to abstract. If the same set of pathways gets used when encountering dozens or hundreds of disparate events, it might be that there is, in fact, something common to all those events. When we induce a "general rule" from specific events, it could be that we are using the neural paths that are common to all these events, but not those paths that would identify any single episode as such. The Modular Brain Most of us have had the embarrassing experience of getting to the bottom of a page only to discover that while our eyes were reading, our consciousness was elsewhere. We can recall what we were thinking about, but nothing of what we were reading. Laboratory research again provides an explanation. The whole brain is not involved equally throughout in each and every mental task. The brain is a modular device with clusters of cells dedicated to certain types of activity. The modules that enable vision, and even the recognition of words, are not necessarily or in all cases corresponding with the thinking modules. It takes some effort to get different modules to start comparing notes. Sometimes someone can hear accurately every word spoken to them, but not understand the cognitive content because they were not "thinking" about what was said. (It has even been suggested that some peoples' speech suffers from a similar problem. We've all heard the old chestnut about ideas going from the teacher's notes into the students' notes without passing through the head of either. Well, something had to pass through some part of the brain, it just wasn't the thinking module.) There is even a biological explanation for "paying attention" to whatever is stimulating the brain. When interest, need, or curiosity prompts us to pay attention, as well as observe or listen, the frontal parts of our brain become active. There are two (at least) notable effects. Axons from the frontal neurons have found their way to other parts of the brain. These axons sometimes attach to other axons (instead of dendrites--the more typical situation). These axon-to-axon connections act as switches to either attenuate or enhance the probability that a signal will get past the next junction (these are called "gating signals"). When we are "concentrating" the frontal neurons attenuate signals from sources of distraction, such as extraneous noise or things moving in the periphery of our vision. But they also promote signal passage in the thinking modules, the parts at work when we are trying to make sense of something. So our grandmothers were on to something when they told us to concentrate, and repeat whatever it was we wanted to learn. If this model has merit (and it seems to be the only non-mysterious one around) it should prove beneficial to consider it when designing instruction. We would not see student brains as computers ready to process over hard wired circuitry any program we feed them. When learning, the brain is not so much being used as it is being changed. Learning stabilizes circuitry that would otherwise degenerate and be lost forever. What kinds of instruction might force the use of labile junctions, repeatedly and with concentration? What kinds of designs might be counter productive, distracting the mind instead of helping it to concentrate? What kinds of instruction might inspire a student to learn something she has no natural interest in? And so...... "The time has come, the Walrus said, to talk of many things. Of books and sites and the Internet, of what the synapse brings. Why fore digital instead of ink, and whether the neuron sings." (with appropriate apologies) Post-discussion summary Discussion threads Types of biological learning The first contribution was from William R. Terrell who commented on his experience training helicopter pilot students. His task was to reduce the time required to complete a 200-item start-up checklist. William noted that pilots could not memorize the entire checklist but could memorize up to seven items. The checklist was reduced to 35 items, which were chunked into segments of seven independent actions, thereby reducing time to execute the checklist 70%. His view of biological learning related to the brain's limitations of memory slots, and he urges the compilation of a library of heuristics regarding such biological/brain factors. Muhammad Betz comments that biological learning should not be limited to brain learning and refers to Lorenz who studied learning from the point of view of Evolution. Lower organisms learn without a brain and while higher organisms learn with a brain, they do not dispense with the learning mechanisms of lower organisms. He adds that the evolutionary view of learning is an important backdrop to brain learning. Johanna Dold dispenses with the relevance of the evolutionary view of learning as not within the context of today's human society and its demands, while Dennis Nelson equates biological learning with physical or chemical learning and admits spiritual and mental components to learning as well. Paul Pavlik adds to the discussion based on his insights derived from training animals, in yet another perspective on biological learning. He asks how animals learn so quickly and answers that they pool their intelligence, work together and share knowledge through many generations. He claims that dogs anticipate and communicate with body language to learn (and teach). Paul asserts that we are fighting natural, biological learning systems and asks, "How many other species are we trying to learn from?" Martin Owen points readers to a valuable source on biological learning, i.e., "The Tree of Knowledge," by Humberto Maturana and E. Valera. Martin implies that brain learning/considerations do not exist outside a social context. Brain learning proper Crispin Weston commented on several quotes from Bob's paper. Bob: "Explaining learning in terms of stabilizing useful circuits through repeated use..." Crispin supports the notion that repetition stabilized brain circuitry but adds that there should be a constantly changing context or elaboration in order to attain mastery of learning. Bob: "Sometimes someone can hear accurately every word spoken to them, but not understand the cognitive content because they were not 'thinking' about what was said." Crispin hypothesizes that this problem relates to the new information not being linked to the center of consciousness and, not being retrievable, the new synaptic junctions wither. He goes on to suggest that we differentiate parts of the brain which are used for passive versus active use. The key here as he sees it, is the necessity of generating student activity to overcome loss of learning. William (Bill) Klemm supported Bob's premise that the adult brain is constantly growing projections and connections and asserted that older adults deter mental incapacity by brain activity. Manny Halpern offers two questions to the forum: (1) Do you believe that brain learning applies to motor learning (excluding speech)? And (2) What are the structural and functional relationships between memory and learning? She posits that short term memory can be hypothesized as electrical energy and long term memory as chemical energy. William Klemm comments on the scenario of a student listening and taking notes. Bill asserts that the student remembers little because the brain is distracted by the mechanics of note taking and that so-called unconscious learning during the event is minimal. This unconscious knowledge, or procedural learning, requires even more extensive rehearsal for retention than conscious knowledge. Crispin Westin responds to a point made by discussion moderator in reference to Crispin's earlier comment that listening is a passive activity and that attentive listening is an active process. Crispin notes that for a skilled listener or reader, the act of listening or reading is active, but not so for the unskilled. Crispin's point is that knowledge = encoding + retrieval, and that retrieval depends upon the organization of neural pathways. In order to ensure the capacity for retrieval of information, ways of encoding must be considered. He concludes that the chances for retrieval are improved if there is practice for retrieval at the initial episode of encoding. Brain learning versus other learning Young S. Kim observed that postings on this discussion equated 'learning' to information retention, and commented that emphasis should be shifted from retaining information to learning the skills to acquire information as needed. Bernard Colo comments on statements by Bob and Crispin, and asserts that teaching should incorporate three levels of learning: cognitive; affective; and psychomotor. Ensuring learning from these three levels imprints information into long term storage, and if that information was imprinted in a manner related to the learners' experience, it can be more easily retrieved. Ania Lian comments on Bob's contributions that for the sake of study/discussion, we can separate learning and the environment in which it takes place. Ania states that our goal is not to produce changes in the learner's brain, but to affect the interaction of the learner and the learning environment. She implies that analysis and resulting conclusions without a critical examination of the environmental conditions is a mistake.

AT: Rowland
Limits focus is absurd – prefer the predictable ground we create

Ryan 04, Associated with policy debate, Diamond McCarthy LLP, Blue Helmet Blues: United Nations Peacekeeping and the United States Editors: Stefan Bauschard & Jean-Paul Lacy Researchers: Adrienne Brovero, Patrick Waldinger, Sam Maurer Patrick Barnes Reviving Reasonability: Affirmative Topicality in the "Negative Age" Andrew B. Ryan BK

*This evidence is from someone associated with debate BK

Justify Your Catchphrase My old debate partner was fond of saying: “It’s not what you do, it’s what you justify.” I thought that was a bit naïve, but since we won about every time she said it, I suffered quietly. Topicality, to a large extent, is about what each interpretation justifies. More importantly, however, topicality is about the quality of the debate that each interpretation ensures. There are subtle, but significant differences, between these two viewpoints. First, the negative frequently relies on this theory as a scare tactic to intimidate judges into voting for them. “If you vote affirmative, every kind of case could be run.” Well, that’s clearly not true. Defensive arguments are incredibly useful in preventing the limits of interpretations from exploding. For example, if someone says “your affirmative justifies writing UN peacekeeping missions on colored paper”, arguing that the word substantially in the resolution prevents affirmatives from making minor changes would rein in the negative’s wild interpretations. More importantly, speak about the actual outcome of debates under your interpretation. If they say “our interpretation is good because otherwise the affirmative could not-unique our disadvantages,” then explain what would actually happen. For example, explain that there are other disadvantages that they could run which would be unique, or that the disadvantages are as unique as the affirmative is inherent, so arguments about what the status quo is doing cut both ways. Affirmative debaters should remember that when the negative says, “it’s not what you do, but what you justify”, it is always in the negative’s interest to make the category of cases you justify as large and absurd as possible. Rather than join the bandwagon, the affirmative should push for more reasonable interpretations. Second, the statement “what you justify” is too malleable to provide any real guidance. Negatives often prioritize limits as a standard, so they argue the affirmative justifies a broad topic. They use this as a draconian measure to support limited and often unrealistic interpretations. The problem with this theory is that what you justify is a qualitative, rather than quantitative, standard. Instead of numbers of cases, affirmatives should talk about the types of cases that are run. For example, anyone who debated last year likely heard the topicality argument that the word “establish” means to ratify a treaty. Negatives then argued if the affirmative plan did not ratify a treaty, it justified any possible change in US ocean policy. What the affirmative justified, negatives would say, is an unlimited topic. But we never heard much about what the negative justified. First, affirmatives forgot to bring their common sense into the debate room. When in the history of etymology has the word establish, standing on its own, meant to ratify a treaty? Why would any judge want to vote on a silly interpretation? That would justify the negative’s finding absurd definitions, or better yet making up their own, that limit out the affirmative. Second, if the five cases named would be non-topical by some other standard, then those cases should not be preferred. The goal of topicality is to create predictable, fair, and equitable debate for both sides. Judges should not prefer interpretations that make achieving this goal more difficult. Worst of all, when you combine the offense/defense limits paradigm with “what you do is what you justify”, the negative is a walking contradiction that affirmatives never notice. Prioritizing limits over all other goals of topicality justifies arbitrary interpretations. For example, if the negative can interpret a word in a nonsensical way to set a fair limit on the topic, why can’t the affirmatively similarly counter-interpret the topic to where only their affirmative is topical? Both sides lose in this equation because debate must be built on predictable ground: the topic is generated by a general consensus of what words mean, and affirmatives and negatives prepare accordingly. Predictability is almost always more important than limits in that respect because topicality is about evenly dividing ground for both sides. Allowing debaters to upset the parity that predictable interpretations generate has no stopping point. The end result is that debaters will mangle the resolution in order to gain a competitive advantage. 

Choice Good
Choice key to education – limits kill it

Flowerdat and Lehman 01 Educational Psychology Review, Vol. 13, No. 3, 2001 Increasing Situational Interest in the Classroom Gregory Schraw, 1,2 Terri Flowerday, 1 and Stephen Lehman 1 Department of Educational Psychology, University of Nebraska – Lincoln, Lincoln, Nebraska BK

A number of studies suggest that choice increases interest and task engagement (Parker and Lepper, 1992; Zuckerman et al., 1978). Cordova and Lepper (1996) found that giving elementary-age children meaningful choices positively affected several measures of affective engagement, including perceived competence, a preference for greater task difﬁculty, overall liking, and a greater willingness to stay after class compared to students in a control group. Schraw et al. (1998) reported that giving college students choices about what they read increased situational interest in the material. More recently, Flowerday (2000) conducted a set of experiments that isolated the effects of choice and personal interest on situational interest and several types of text comprehension. Personal interest ratings were made prior to reading the experimental text. Some students then were given a choice of what to read whereas others were assigned a text. Both the choice and personal interest variables had separate effects on situational interest and engagement. Both variables separately were related to situational interest. In addition, an interaction occurred between choice and situational interest, suggesting that students with low personal interest experienced a signiﬁcantly greater increase in situational interest when given a choice in what they read. Choice and situational interest also affected several types of text appreciation such as generating personal and affective responses to the text after reading. The positive effect of choice on interest can be understood most clearly within the context of self-determination theory (Deci, 1992). Selfdetermination theory suggests that people have an innate psychological need for competence, belonging, and autonomy (Deci et al., 1991). Choice increases feelings of self-determination by satisfying the need for autonomy. In turn, increased self-determination leads to increased intrinsic motivation, interest, and engagement. On a practical level, choice appears to increase interest for several reasons. One is that students tend to pick what they like or what they are curious about (Shirey, 1992). Satisfying one’s curiosity increases intrinsic motivation and engagement (Kohn, 1993; Lowenstein, 1994). Second, choice allows students to select learning materials with which they are familiar. A number of studies indicate that prior knowledge increases engagement and understanding (Alexander and Jetton, 1996; Schraw and Lehman, in press). Third, having control of what and how one studies increases intrinsic motivation and interest (Deci et al., 1991). Our conversations with students bear out these claims. Students frequently speak of “ownership” when they are asked to make choices aboutP1: Vendor/GDX/GMF/GEE P2: GDX/LCR QC: Educational Psychology Review [jepr] PP187-341355 June 28, 2001 9:44 Style ﬁle version Nov. 19th, 1999 216 Schraw, Flowerday, and Lehman what and how to study. The majority of students report that choice increases their interest in the activity. In addition, students who are allowed to choose ﬁnd it easier to select topics and activities they are familiar with, and therefore better able to become actively engaged in the activity. The results of the empirical studies reported earlier suggest that choice consistently increases interest and engagement. To construct a better understanding of how choice affects interest in the classroom, Flowerday and Schraw (2000) conducted a phenomenological study of teachers’ beliefs about instructional choice. A semi-structured interview format was used to identify what teachers believe are the best uses of choice within a classroom setting. Over 40 practicing K-12 teachers were interviewed separately for 1 hr each. Teachers indicated that increased student choice leads to increased interest, engagement, and learning. One important theme that pervaded teachers’ comments was that choice gives students a greater sense of responsibility which increases their motivation to learn. Teachers also frequently mentioned that choice promotes student involvement, creativity, and improves problem solving (Kohn, 1993). Of particular interest, teachers indicated that choice was perceived to be especially beneﬁcial for students who had low interest and little motivation for the task at hand. Many teachers reported that choice increased students motivation and interest because it gave them a sense of control. Coupled with the empirical ﬁndings reported by Flowerday (2000), it appears that choice has an important compensatory effect on interest in which low-interest students become signiﬁcantly more interested in a topic as a function of choosing it. Teachers in the Flowerday and Schraw’s study (Flowerday and Schraw, 2000) also reported a number of informal guidelines for using choice optimally in the classroom to increase interest and motivation. In terms of when to use choice, teachers suggested offering meaningful choices to students of all ages, especially those who demonstrate low interest otherwise. Regarding where to offer choice, teachers do so in a variety of settings, including tasks such as homework and student assessment, as well as academic and social activities. Regarding how to use choice, teachers offered the following suggestions: offer simple choices at ﬁrst, help students practice making good choices, provide feedback about the choices students make, use team choices for younger or less-experienced students, and provide information that clariﬁes the choice. For example, one teacher stated that she lets her students choose from a menu of ﬁve or six stories that she knows are interesting and suitable to her students. Teachers also attempted to model choice-making behavior for students. For example, many teachers attempt to model their own thoughts about their criteria for making a good choice (e.g., a story is easy to read and covers a familiar topic). CriteriaP1: Vendor/GDX/GMF/GEE P2: GDX/LCR QC: Educational Psychology Review [jepr] PP187-341355 June 28, 2001 9:44 Style ﬁle version Nov. 19th, 1999 Increasing Interest in the Classroom 217 usually included whether the student could accomplish the task successfully, whether the task was engaging, and whether the student could learn from the task.

-Narrow Interpretations  good
Limited topics promote mixed scanning where arguments are re-evaluated and affirmatives warrants in-depth review – key to innovation and prioritization 

Etzioni 86 — Amitai Etzioni, University Professor and Director of the Institute for Communitarian Policy Studies at George Washington University, 1986 (“Mixed Scanning Revisited,” Public Administration Review, Volume 46, Number 1, January-February, Available Online to Subscribing Institutions via JSTOR, p. 9)

Janis and Mann (1977, p. 37) introduced a major improvement of the program. They point out that while in the initial scanning, all those options that have no “crippling objections” are held over for closer scanning, which amounts to a “quasi-satisficing” approach, “each time the surviving alternatives are reexamined, the testing rule might be changed in the optimizing direction by raising the minimum standard (from crippling objections to more minor objections).”
Repetition is key to education- we don’t retain information without it- student studies prove

Freeland 5 (Alan E. (MD) and Jennifer T. Freeland (PHD) , February 2005, Dr Alan E. Freeland is from the Department of Orthopedic Surgery and Rehabilitation, University of Mississippi Medical Center, Jackson, Miss and Dr Jennifer T. Freeland is from the Department of Educational and School Psychology, Indiana State University, Terre Haute, Ind., “Repetition Makes a Scholar”, http://www.healio.com/orthopedics/journals/ORTHO/%7B2183B2BF-9E7B-4C76-9357-324B3B920B28%7D/Repetition-Makes-a-Scholar)//JM
Discipline The first of these fundamentals is discipline. Discipline requires passion and sacrifice. One must go to class, pay attention, take notes, discuss, defend, debate, study, review, and apply. Repetition makes a scholar. The human brain is somewhat similar to both computers and batteries. The brain will logically organize information for recall, interpretation, problem-solving, and creativity (some of the “taxonomies” of learning). Repetition builds, reinforces, and sustains the learning curve. Repeat a word three times, imprint it indelibly on your left temporal lobe, and make it part of your working vocabulary. Computers have revolutionized our methods of data retrieval and storage, but good study habits remain consummate. Leonard Goldner, Professor Emeritus and former Chairman of the Division of Orthopedic Surgery at Duke University, required that his residents maintain a notebook detailing all conferences attended. Dr Goldner said that at the end of one week, an individual may retain 80% of lecture information, but after one month, the figure is closer to 20%. Taking notes helps to reinforce information retention and provides a ready reference for further review and continued reinforcement. Information retention correlates with repetition, familiarity, frequency of repetition, and the time framework within which it occurs. Modern personal digital assistants may replace or supplement conventional notebooks, but the concept remains the same. Notes are part of our paper or electronic brain (database). Organization Standardized handouts are very helpful. Teachers may use them to tell students what they want them to learn. Information is organized. References may be provided. The student is less likely to “get lost” during the presentation owing to a missed or misunderstood word or phrase. Handouts do not preclude note-taking, but rather facilitate it. Important notes may be underlined (further reinforcement). Useful information may be added. Don’t allow the gift of standardized notes to be converted to intellectual vagrancy. One should always carry and use a pen or pencil. Studies have demonstrated that physicians and centers performing greater numbers of procedures have better patient outcomes and fewer complications. Again, repetition makes a scholar and improves psychomotor skills. The Learning Process Teaching and learning are two sides of the same coin. Students learn from teachers and teachers learn from students. Through interactive discussion and challenging ourselves and each other by analyzing, discussing, defending, and applying our concepts, we maintain and strengthen our intellectual growth. This constitutes the modern application of the Socratic method of teaching and learning. Although individuals have different talents and capacities, we can all strive to do our best. Many of us learned from painful experience that our studies cannot be neglected. Others inherently knew this to be true. Every credit hour of class requires approximately 2 hours of study a week. Sustained study over a broad period of time is far superior to “cramming.” It takes time to charge a battery, and use to sustain the charge. These principles persist throughout life. The best time to review and study a problem is when that problem is seen in a specific patient. Relating problems to a particular patient is much superior to abstract study in reinforcing information. Your experience with the patient will reinforce your knowledge immeasurably. Abstract reading and review courses are helpful, but studying in specific patient care situations is even more effective. Experience is a great teacher and in time produces wisdom. Problem-oriented simulated case studies are playing an increasingly more prominent role in education-oriented self-assessment and certification examinations.

Broader topics require increased processing of new information- that directly trades off with information retention- means we don’t get anything out of the activity

Bukatko and Daehler 12 (Danuta Bukatko, Marvin W. Daehler, workers at Gengage learning center in Canada citing work done by Robbie Case- professor emeritus of education and a highly respected researcher in the field of child cognitive development director of the University of Toronto's Institute of Child Study, “Child Development:A Thematic Approach”, pg. 286)//JM

Other theorist in this field have advanced a limited-resource model of the cognitive system that emphasizes a finite amount of available genitive energy that can be deployed in numerous ways, but only with certain trade-offs.  Limited-resource models emphasize the allocation of energy for various cognitive activities rather than the mental structures themselves.  The basic assumption is that the pool of resources available for processing, retaining, and reporting information is finite (Bjorklund & Harnishfeger 1990).  In one such model, Robbie Case proposes an inverse relationship between the amount of space available for operating on information and that available for storage (Case, 1985; Case, Kurland & Goldberg, 1982).  Operations include processes such as identifying the stimuli and recognizing relations among them; storage refers to the retention of information for use at a later time.  If a substantial amount of mental effort is expended on operations, less space is available for storage or retention.  In the simple memory experiment we just examined, the effort used to identify the words and notice the categorical relationships among them will determine the space left over for storing those words.  If we are proficient at recognizing words and their relationships, storage space will be available.  If these tasks cost us substantial effort, however, our resources will be taxed and little will be left for the task of remembering.  As children grow older, they can mentally
***Research Overload***

Research Overload Bad – Shell

Research proves more information kills education – this is a portable harm  

Richtel 10 Matt Richtel 2010, B.A. degree in rhetoric from the University of California at Berkeley in 1989 and an M.S. degree in journalism from Columbia University in 1990. YOUR BRAIN ON COMPUTERS Attached to Technology and Paying a Price http://www.nytimes.com/2010/06/07/technology/07brain.html?_r=1&pagewanted=all BK

Scientists say juggling e-mail, phone calls and other incoming information can change how people think and behave. They say our ability to focus is being undermined by bursts of information. These play to a primitive impulse to respond to immediate opportunities and threats. The stimulation provokes excitement — a dopamine squirt — that researchers say can be addictive. In its absence, people feel bored. The resulting distractions can have deadly consequences, as when cellphone-wielding drivers and train engineers cause wrecks. And for millions of people like Mr. Campbell, these urges can inflict nicks and cuts on creativity and deep thought, interrupting work and family life. While many people say multitasking makes them more productive, research shows otherwise. Heavy multitaskers actually have more trouble focusing and shutting out irrelevant information, scientists say, and they experience more stress. And scientists are discovering that even after the multitasking ends, fractured thinking and lack of focus persist. In other words, this is also your brain off computers.

Research Overload Bad – Depth 

Research overload kills in depth education 

Chokshi 10 Niraj Chokshi is a former staff editor at TheAtlantic.com, where he wrote about technology. He is currently freelancing How Do We Stop the Internet From Making Us Stupid? JUN 8 2010 http://www.theatlantic.com/technology/archive/2010/06/how-do-we-stop-the-internet-from-making-us-stupid/57796/ BK

When it comes to focus, turning on the spotlight may not matter as much as our ability to dim the ambient light. Nicholas Carr argued on Saturday in The Wall Street Journal that the Internet is making us dumber and on Monday The New York Times had a front-page feature on the mental price we pay for our multi-tasked lifestyles. If we are indeed losing our ability to think deeply, the key to fighting back may lie in a subtlety: focus may be more about our ability to filter out distractions than our ability to home in on the issue at hand. Carr posed his idea that technology is making us stupid in a 2008 Atlantic cover story and his forthcoming book "The Shallows" is a longer rumination on the theory. According to professors and research cited in The Times piece "the idea that information overload causes distraction was supported by more and more research." And those distractions, according to research Carr cites, are forcing us to change the way we think. Deep thought is losing ground to superficiality. So, if our multitasking lifestyle causes distraction, and distraction leads to superficial thinking, how do we fight back? Carr offers some advice:

Research overload kills education 

Carr 10, Nicholas Carr is the former executive editor of the Harvard Business Review. Does the Internet Make You Dumber? The cognitive effects are measurable: We're turning into shallow thinkers, says Nicholas Carr. http://online.wsj.com/article/SB10001424052748704025304575284981644790098.html?mod=rss_Today%27s_Most_Popular BK

The Roman philosopher Seneca may have put it best 2,000 years ago: "To be everywhere is to be nowhere." Today, the Internet grants us easy access to unprecedented amounts of information. But a growing body of scientific evidence suggests that the Net, with its constant distractions and interruptions, is also turning us into scattered and superficial thinkers. The picture emerging from the research is deeply troubling, at least to anyone who values the depth, rather than just the velocity, of human thought. People who read text studded with links, the studies show, comprehend less than those who read traditional linear text. People who watch busy multimedia presentations remember less than those who take in information in a more sedate and focused manner. People who are continually distracted by emails, alerts and other messages understand less than those who are able to concentrate. And people who juggle many tasks are less creative and less productive than those who do one thing at a time. The common thread in these disabilities is the division of attention. The richness of our thoughts, our memories and even our personalities hinges on our ability to focus the mind and sustain concentration. Only when we pay deep attention to a new piece of information are we able to associate it "meaningfully and systematically with knowledge already well established in memory," writes the Nobel Prize-winning neuroscientist Eric Kandel. Such associations are essential to mastering complex concepts. When we're constantly distracted and interrupted, as we tend to be online, our brains are unable to forge the strong and expansive neural connections that give depth and distinctiveness to our thinking. We become mere signal-processing units, quickly shepherding disjointed bits of information into and then out of short-term memory. In an article published in Science last year, Patricia Greenfield, a leading developmental psychologist, reviewed dozens of studies on how different media technologies influence our cognitive abilities. Some of the studies indicated that certain computer tasks, like playing video games, can enhance "visual literacy skills," increasing the speed at which people can shift their focus among icons and other images on screens. Other studies, however, found that such rapid shifts in focus, even if performed adeptly, result in less rigorous and "more automatic" thinking. In one experiment conducted at Cornell University, for example, half a class of students was allowed to use Internet-connected laptops during a lecture, while the other had to keep their computers shut. Those who browsed the Web performed much worse on a subsequent test of how well they retained the lecture's content. While it's hardly surprising that Web surfing would distract students, it should be a note of caution to schools that are wiring their classrooms in hopes of improving learning. Ms. Greenfield concluded that "every medium develops some cognitive skills at the expense of others." Our growing use of screen-based media, she said, has strengthened visual-spatial intelligence, which can improve the ability to do jobs that involve keeping track of lots of simultaneous signals, like air traffic control. But that has been accompanied by "new weaknesses in higher-order cognitive processes," including "abstract vocabulary, mindfulness, reflection, inductive problem solving, critical thinking, and imagination." We're becoming, in a word, shallower. In another experiment, recently conducted at Stanford University's Communication Between Humans and Interactive Media Lab, a team of researchers gave various cognitive tests to 49 people who do a lot of media multitasking and 52 people who multitask much less frequently. The heavy multitaskers performed poorly on all the tests. They were more easily distracted, had less control over their attention, and were much less able to distinguish important information from trivia. The researchers were surprised by the results. They had expected that the intensive multitaskers would have gained some unique mental advantages from all their on-screen juggling. But that wasn't the case. In fact, the heavy multitaskers weren't even good at multitasking. They were considerably less adept at switching between tasks than the more infrequent multitaskers. "Everything distracts them," observed Clifford Nass, the professor who heads the Stanford lab. It would be one thing if the ill effects went away as soon as we turned off our computers and cellphones. But they don't. The cellular structure of the human brain, scientists have discovered, adapts readily to the tools we use, including those for finding, storing and sharing information. By changing our habits of mind, each new technology strengthens certain neural pathways and weakens others. The cellular alterations continue to shape the way we think even when we're not using the technology. The pioneering neuroscientist Michael Merzenich believes our brains are being "massively remodeled" by our ever-intensifying use of the Web and related media. In the 1970s and 1980s, Mr. Merzenich, now a professor emeritus at the University of California in San Francisco, conducted a famous series of experiments on primate brains that revealed how extensively and quickly neural circuits change in response to experience. When, for example, Mr. Merzenich rearranged the nerves in a monkey's hand, the nerve cells in the animal's sensory cortex quickly reorganized themselves to create a new "mental map" of the hand. In a conversation late last year, he said that he was profoundly worried about the cognitive consequences of the constant distractions and interruptions the Internet bombards us with. The long-term effect on the quality of our intellectual lives, he said, could be "deadly." What we seem to be sacrificing in all our surfing and searching is our capacity to engage in the quieter, attentive modes of thought that underpin contemplation, reflection and introspection. The Web never encourages us to slow down. It keeps us in a state of perpetual mental locomotion. 

Research Overload Bad – Studies Prove 

Research overload kills education – our evidence uses comparative scientific studies

Richtel 10 Matt Richtel 2010, B.A. degree in rhetoric from the University of California at Berkeley in 1989 and an M.S. degree in journalism from Columbia University in 1990. YOUR BRAIN ON COMPUTERS Attached to Technology and Paying a Price http://www.nytimes.com/2010/06/07/technology/07brain.html?_r=1&pagewanted=all BK

The Myth of Multitasking The test subjects were divided into two groups: those classified as heavy multitaskers based on their answers to questions about how they used technology, and those who were not. In a test created by Mr. Ophir and his colleagues, subjects at a computer were briefly shown an image of red rectangles. Then they saw a similar image and were asked whether any of the rectangles had moved. It was a simple task until the addition of a twist: blue rectangles were added, and the subjects were told to ignore them. (Play a game testing how well you filter out distractions.) The multitaskers then did a significantly worse job than the non-multitaskers at recognizing whether red rectangles had changed position. In other words, they had trouble filtering out the blue ones — the irrelevant information. So, too, the multitaskers took longer than non-multitaskers to switch among tasks, like differentiating vowels from consonants and then odd from even numbers. The multitaskers were shown to be less efficient at juggling problems. (Play a game testing how well you switch between tasks.) Other tests at Stanford, an important center for research in this fast-growing field, showed multitaskers tended to search for new information rather than accept a reward for putting older, more valuable information to work. Researchers say these findings point to an interesting dynamic: multitaskers seem more sensitive than non-multitaskers to incoming information. The results also illustrate an age-old conflict in the brain, one that technology may be intensifying. A portion of the brain acts as a control tower, helping a person focus and set priorities. More primitive parts of the brain, like those that process sight and sound, demand that it pay attention to new information, bombarding the control tower when they are stimulated. Researchers say there is an evolutionary rationale for the pressure this barrage puts on the brain. The lower-brain functions alert humans to danger, like a nearby lion, overriding goals like building a hut. In the modern world, the chime of incoming e-mail can override the goal of writing a business plan or playing catch with the children. “Throughout evolutionary history, a big surprise would get everyone’s brain thinking,” said Clifford Nass, a communications professor at Stanford. “But we’ve got a large and growing group of people who think the slightest hint that something interesting might be going on is like catnip. They can’t ignore it.” Mr. Nass says the Stanford studies are important because they show multitasking’s lingering effects: “The scary part for guys like Kord is, they can’t shut off their multitasking tendencies when they’re not multitasking.” Melina Uncapher, a neurobiologist on the Stanford team, said she and other researchers were unsure whether the muddied multitaskers were simply prone to distraction and would have had trouble focusing in any era. But she added that the idea that information overload causes distraction was supported by more and more research.

AT: Overload Key to Adaptation 

We don’t adapt, we just get worse at it

Whitney 09 (No Date Given, Last Dates Cited) , OT, PhD Dispelling Multitasking: A New Era for a Multigenerational Shift Author: Rondalyn http://www.todayinot.com/ce/OT06/CoursePage/ BK

The brain needs time to consolidate, reflect, and organize thoughts and memories. Constant stimulation interrupts that essential need, causing poor ability to organize and retrieve knowledge later. When the brain multitasks, cognitive processes are impaired, and individuals lose the ability to engage in deep or reflective thought. The more they multitask, the worse they get at multitasking,1 and overexcitement impairs their ability to concentrate, filter out irrelevant information, and switch from one task to another in a timely manner.2 When we switch from one task to another, our performance degrades both in accuracy and in speed (response time). Response time is a brisk area of study for cognitive scientists,3 who have consistently demonstrated that reaction times vary proportionally with both the number of elements presented and the cognitive process of searching and reacting. They also have found that multitasking involves serial (instead of parallel) processing only. Further, people who do a lot of multitasking seem to become addicted to information seeking; their greatest thrill is to get more, and they are especially pulled to irrelevant, extraneous information.1 They can’t use, organize, or take in information effectively, and perhaps more provocative, they take longer to complete tasks than those who monotask, even when they are not multitasking! They also make more errors.1

We can’t change or adapt – that’s not how out brain works

Dean and Webb 11 Derek Dean is an alumnus of McKinsey’s San Francisco office, where he was a director; Caroline Webb is a principal in the London office. Recovering from information overload Always-on, multitasking work environments are killing productivity, dampening creativity, and making us unhappy. JANUARY 2011 • Derek Dean and Caroline Webb http://www.mckinseyquarterly.com/Recovering_from_information_overload_2735 BK

We tend to believe that by doing several things at the same time we can better handle the information rushing toward us and get more done. What’s more, multitasking—interrupting one task with another—can sometimes be fun. Each vibration of our favorite high-tech e-mail device carries the promise of potential rewards. Checking it may provide a welcome distraction from more difficult and challenging tasks. It helps us feel, at least briefly, that we’ve accomplished something—even if only pruning our e-mail in-boxes. Unfortunately, current research indicates the opposite: multitasking unequivocally damages productivity. It slows us down The root of the problem is that our brain is best designed to focus on one task at a time. When we switch between tasks, especially complex ones, we become startlingly less efficient: in a recent study, for example, participants who completed tasks in parallel took up to 30 percent longer and made twice as many errors as those who completed the same tasks in sequence. The delay comes from the fact that our brains can’t successfully tell us to perform two actions concurrently.4 When we switch tasks, our brains must choose to do so, turn off the cognitive rules for the old task, and turn on the rules for the new one. This takes time, which reduces productivity, particularly for heavy multitaskers—who, it seems, take even longer to switch between tasks than occasional multitaskers.5

AT: Overload Saves Tame 

Doesn’t save time – studies 

Abaté 08 Charles J. Abaté is professor of electrical and computer engineering technology at Onondaga Community College, in Syracuse degrees in engineering technology and philosophy (which he completed simultaneously). You Say Multitasking Like It’s a Good Thing Originally published in the Fall 2008 (Volume 24) issue of Thought & Action, The NEA Higher Education Journal By Charles J. Abaté http://www.nea.org/home/30584.htm BK

Myth ONE: Multitasking Saves Time In a study published in the Journal of Experimental Psychology, Joshua Rubinstein, David Meyer, and Jeffrey Poldrack discovered that people who multitask actually prove more inefficient than people who focus on one task at a time. Because our brains are incapable of performing two conceptual tasks literally simultaneously, the process of multitasking entails our alternating rapidly among the various projects. As with a microprocessor, the interruption of one task requires us to remember where we stopped, so that when we return to this task we can resume the activity. The same is true, of course, for the alternate task(s). Now, whereas microprocessors are quite efficient at storing and retrieving these interruption points, brains are decidedly not. They discovered that the time lost while the brain continually reorients itself during the stop-and-go process increases with the complexity and relative unfamiliarity of the tasks, and takes longer when the switching period is extended over a longer time period. In short, multitasking proves less efficient than performing the same tasks one at a time. The explanation for our apparent inefficiency in switching back and forth between projects has to do with the manner in which our brains process conceptual or higher-level information. Using functional magnetic resonance imaging experiments, researchers in a recent study published in Neuron were able to identify those areas of the brain that are responsible for the so-called bottleneck that impedes our ability to perform more than one conceptual task at a time. This bottleneck effect helps explain the critical limitations to our ability to carry out higher-level multitasking.

AT: Overloaded Learning is as Good as Single-Task Learning

Their learning is less educational

Abaté 08 Charles J. Abaté is professor of electrical and computer engineering technology at Onondaga Community College, in Syracuse degrees in engineering technology and philosophy (which he completed simultaneously). You Say Multitasking Like It’s a Good Thing Originally published in the Fall 2008 (Volume 24) issue of Thought & Action, The NEA Higher Education Journal By Charles J. Abaté http://www.nea.org/home/30584.htm BK

Myth TWO: Multitasked Learning is as Good as Single-Task Learning Recent neurophysiological experiments expose the fallacy of this presumption about multitasking. In a study funded by the National Science Foundation and published in the Proceedings of the National Academy of Sciences, Karin Foerde, Barbara J. Knowlton, and Russell Poldrack discovered that even if learning is possible in a frequently interrupted environment—like that inherent in the process of multitasking—such learning has a different cognitive status than that of uninterrupted learning, and is actually less efficient and useful than uninterrupted learning. According to the article, brains acquire learning in two fundamentally different manners. Declarative learning (or what I have previously called conceptual or higher-level learning) involves the hippocampus area of the brain and results in the acquisition of information that can be easily recalled and applied to a variety of new and unfamiliar situations. Habitual learning (or what is sometimes referred to as procedural learning) on the other hand, occurs in the brain’s striatum, and results in learning that is basically automatic, almost subconscious, but much more limited in its applicability to new situations. The researchers discovered that the brain uses its hippocampus for single-task learning, but diverts dual-task learning to its striatum. Thus, when a person is distracted, habitual learning actually takes over from declarative learning. In this sense, the two types of learning appear to compete with each other.

Research Overload Good – Shell 

Research overload is key to real world processing – their evidence is about lab tests 

Lui and Wong 12 Kelvin F. H. Lui1 and Alan C.-N. Wong1 (1) Department of Psychology, The Chinese University of Hong Kong, 362A Sino Building, Shatin, NT, Hong Kong Brief Report 12 April 2012 Does media multitasking always hurt? A positive correlation between multitasking and multisensory integration http://www.springerlink.com/content/t356mvp966305373/fulltext.html BK

Research so far has revealed the detrimental aspects of media multitasking, demonstrating impairments in different cognitive tasks in laboratories and real-world settings. This is certainly bad news for the younger generation, which embraces this multitasking lifestyle. The average MMI in the present study was 3.82, meaning that an average undergraduate may receive information from almost four media at the same time. However, while their breadth-biased processing style may have weakened their ability to focus on information relevant to the task on hand, it may actually be beneficial in certain situations. While, in many laboratory tasks, the source of relevant information is often well defined, in reality, unexpected environmental stimuli may carry important information, which may be better captured by individuals biased toward receiving information from many different channels, rather than processing information deeply from a single channel. The pip-and-pop paradigm used in the presenst study represents an attempt to mimic such real-world circumstances. Observers in this visual search task do not need to attend to the tones, since they are not informed of their importance in the instructions; in fact, the tones carry no information about the location, color, or orientation of the target but simply synchronize with its color changes. Yet one typically finds it easier to find the target when the tones are present, since the tones apparently are integrated with the visual target, causing the latter to pop out from the busy display. In the present study, heavy media multitaskers performed worse than light media multitaskers in the visual search task without the presence of a tone. This is consistent with the understanding that they had a bias toward breadth in their cognitive control, leading to higher difficulty in handling the 47 distractor line segments in the display while searching for the target. Their breadth bias, however, may have made it easier for them to utilize the unexpected auditory signal in the tone-present condition, leading to a large improvement in the presence of a tone.
Research Overload Good – Adaptation 

Turn – multitasking increases our ability to multitask 

Knaus 06 Dr. Ron Knaus certified by the American Osteopathic Board of Psychiatry and Neurology and the American Osteopathic Academy of Sports Medicine Secrets of multitasking: slow down to speed up. American Management Association Web site. http://www.amanet.org/training/articles/Secrets-of-Multitasking-Slow-Down-to-Speed-Up.aspx. BK

Practice how to multitask Whether you’re learning how to play the piano, use a computer program, or multitask, practice is essential to mastering the skill. Why? Because practice makes something seem routine, and when something is routine, it’s no longer stressful. Look at all the things you do in a day. Pick a few routine tasks to start with. As you master doing multiple routine things, then move on to slightly more difficult tasks. Gradually work up to the number of tasks you normally do. During this process, remember that learning takes time. Very often people jump into a new role or responsibility without gradually gearing up their workload. Then they wonder why they feel stressed and can’t multitask effectively. So if you want to do all the things you do each day in a more efficient manner with less stress, take a step back and teach your body and mind how to work up to the productivity level you desire. 

Research Overload Good – Adaptation Uniqueness 

Multitasking is inevitable – adapt or fail

Knaus 06 Dr. Ron Knaus certified by the American Osteopathic Board of Psychiatry and Neurology and the American Osteopathic Academy of Sports Medicine Secrets of multitasking: slow down to speed up. American Management Association Web site. http://www.amanet.org/training/articles/Secrets-of-Multitasking-Slow-Down-to-Speed-Up.aspx. BK

Do More with Less Stress Multitasking is a part of our world. If you want to succeed, you need to learn how to multitask so it doesn’t overwhelm you and cause unnecessary stress. By simply slowing down and working up to the performance level you desire, you can multitask effectively and increase productivity. Simply put, learning how to maintain your highest level of mental functioning is your key to multitasking success. 

Research Overload Good – High School

High school means breadth is key to employment – specific to the current environment 

Malamud 12 The Effect of Curriculum Breadth and General Skills on Unemployment Ofer Malamud 
 University of Chicago and NBER April, 2012 BK

I find that greater curriculum breadth in high school is associated with a lower probability of being unemployed 6 months after leaving university. In the preferred 2SLS specification using variation within schools over time, distributing one’s courses over an additional broad area of study (such as science or humanities) lowers the likelihood of unemployment by approximately 1 percentage point. This is about 25 percent larger in magnitude than estimates from the analogous OLS specifications, indicating the presence of upwards bias in the cross-sectional estimates, and consistent with the observed negative relationship between individual achievement and curriculum breadth. Moreover, the beneficial effect of curriculum breadth in lowering unemployment is larger in magnitude when labor market conditions are relatively weak. Evidence on the effect of taking A-level General Studies in addition to other subjects is less conclusive, but most estimates are clustered around zero. Together, these findings suggest that studying a broad range of specific subjects may help students insure against the risk of unemployment while no such benefit arises from taking an additional course meant to impart general skills. 
Research Overload Good – Studies 

Recent studies prove information overload good 

Haller 12 Madeline Haller is a Reporter for MensHealth.com. Haller graduated with a journalism degree from Indiana University, with a second concentration in gender studies. She is a lover of all things coffee, fitness, and fashion. Haller is also an avid runner and somewhat obsessed with social media (#oops!). When Is It Better to Multitask? by Madeline Haller April 24, 2012, 09:00 pm EDT BK

After asking 63 subjects to complete visual tasks on a computer as they listened to a series of audio tones, researchers found that subjects who typically multitask performed better on the assigned tests, according to a study published in the Psychonomic Bulletin Review. Why? Because these individuals are used to tackling multiple forms of media at once, multitasking has made them better at integrating information from multiple senses, the researchers hypothesize. 
Research Overload Good – AT: Depth Good 

Breadth is a prerequisite to depth 

Hirsch 01 E. D. Hirsch Jr. is President and Chairman of the Board of the Core Knowledge Foundation. October 2001 | Volume 59 | Number 2 What Should We Teach? Pages 22-25 Seeking Breadth and Depth in the Curriculum Learning to learn and gaining deep understanding depend on broad knowledge. But not just any knowledge will suffice. E. D. Hirsch Jr. http://www.ascd.org/ASCD/pdf/journals/ed_lead/el200110_hirsch.pdf BK

Some relevant and reliable research about how people learn has yielded a solid scientific consensus in the field of cognitive psychology. Yet, I do not find many references to that research consensus in education journals. We can summarize the research that is relevant to the premature polarization of "learning to learn" versus the "piling up of mere facts" in four principles (see Willingham, 2001). 

● The ability to learn something new is not primarily a general, formal skill. It is chiefly a domain-specific skill. For instance, the ability to learn something new about math, music, or history depends on the knowledge that one already possesses about those subjects. This means that learning to learn always entails acquiring relevant knowledge about specific domains. 

● General ability to learn is highly correlated with general knowledge. A stunning statistic illustrates this point. The positive correlation of learning ability with socioeconomic status is 0.422, whereas the correlation of learning ability with general knowledge is nearly twice as high—0.811 (Lubinski & Humphreys, 1997). We are so used to emphasizing the importance of socioeconomic status that this statistic comes as a surprise. Yet, the fact is just what we might have inferred from our knowledge that learning ability depends chiefly on having relevant prior knowledge. 

● The best way to learn a subject is to learn its general principles and to study an ample number of diverse examples that illustrate those principles. In math, for example, students need to know what multiplication is in principle, but to gain real insight into multiplication, they also need to do different types of multiplication problems. This finding bears directly on the depth versus breadth issue in education. A broad range of examples should be studied, but studying too many is a waste of time. 

● Broad general knowledge is the best entree to deep knowledge. I draw this conclusion from the field of psychology called discourse analysis. The most effective way to introduce the meaning of a discourse is to start with a summary such as an abstract found in learned journals. After students gain a broad context by developing a sense of the whole domain, they can mentally fit the various parts that follow into that whole, and make sense of them. For example, teachers could show 1st graders a globe that shows oceans and continents before teaching them about specific places. 

What do these four principles imply for the question of what we should teach? They force us to abandon the sloganized polarity between deep understanding and the rote learning of mere facts. We cannot gain deep understanding without having broad factual knowledge. On the other hand, piling up more and more facts that don't really add much to our understanding or ability to learn wastes our time. If we wish to educate students to become well-rounded citizens and lifelong learners, these four principles give us a preliminary handle on an answer to the question of what we should teach. We should teach a diversity of subjects that will lead to broad general knowledge, and we should also teach in some depth a moderate number of specific examples. Neither the deep understanding pole nor the lots-of-facts pole is an optimal approach to teaching and learning. Because competence and ability to learn are correlated with broad knowledge, we can infer that we should teach a broad range of subjects—not just the formal skills of reading, writing, and arithmetic, but also science, history, ethics, literature, and the arts. 

Info Overload good - Decisionmaking
Information overload good – key to critical thinking and decision making 

Head and Eisenberg 11 (Alison J. Head, Co-Director and Co-Principal Investigator of Project Information Literacy—a large-scale study about early adults and their research habits, Research Scientist in the Information School at the University of Washington, Fellow at the Berkman Center for Internet & Society and the Library Innovation Lab at Harvard University, holds a Ph.D. in Library and Information Science from the University of California-Berkeley, and Michael B. Eisenberg, Co-Director and Co-Principal Investigator of Project Information Literacy—a large-scale study about early adults and their research habits, Dean Emeritus and Professor in the Information School at the University of Washington, holds a Ph.D. in Information Transfer from the School of Information at Syracuse University, 2011 “College students eager to learn but need help negotiating information overload,” Seattle Times, June 3rd, http://seattletimes.nwsource.com/html/opinion/2015227485_guest05head.html)

All is not lost! Most of the students we studied across all types of higher-education institutions in the U.S. still attend college to learn, but many are afraid of getting lost in a thicket of information overload they cannot dodge. Our research tells us information literacy is a critical component of the larger concerns facing higher-education institutions today, along with challenges of multiculturalism, massive budget cuts, helicopter parents, grade inflation, limitations of K-12 education and preparation for college, and adapting to an ever-changing information-technology landscape. Since 2008, we have been studying the information-literacy skills of students — the ability to recognize when information is needed, then locate, evaluate and put that information to effective use. As information scientists, we believe these skills are essential to critical thinking, lifelong learning and succeeding in life, the work force and in a democratic society. We surveyed and interviewed more than 10,000 U.S. students at 31 U.S. colleges and universities, including undergraduates enrolled at UW, Harvard, Ohio State University, University of Michigan and community colleges, such as Shoreline Community College. We found no matter where students are enrolled, no matter what information resources they have at their disposal, and no matter how much time they have, the abundance of information technology and the proliferation of digital information resources have made research uniquely paradoxical. Information is now as infinite as the universe, but finding the answers needed is harder than ever. Our ongoing research confirms proficiency in information problem solving is urgent, given the dauntingly vast and complex wilderness of information available digitally. As one student in humanities said during one of our focus groups, "What's so frustrating to me about conducting research is the more you know, the more you realize how little you know — it's depressing, frustrating and suffocating."

Research overload best prepares students—most valuable education skill

Head and Eisenberg 11 — Alison J. Head, Co-Director and Co-Principal Investigator of Project Information Literacy—a large-scale study about early adults and their research habits, Research Scientist in the Information School at the University of Washington, Fellow at the Berkman Center for Internet & Society and the Library Innovation Lab at Harvard University, holds a Ph.D. in Library and Information Science from the University of California-Berkeley, and Michael B. Eisenberg, Co-Director and Co-Principal Investigator of Project Information Literacy—a large-scale study about early adults and their research habits, Dean Emeritus and Professor in the Information School at the University of Washington, holds a Ph.D. in Information Transfer from the School of Information at Syracuse University, 2011 (“College students eager to learn but need help negotiating information overload,” Seattle Times, June 3rd, Available Online at http://seattletimes.nwsource.com/html/opinion/2015227485_guest05head.html, Accessed 09-07-2011) BK

Our research tells us information literacy is a critical component of the larger concerns facing higher-education institutions today, along with challenges of multiculturalism, massive budget cuts, helicopter parents, grade inflation, limitations of K-12 education and preparation for college, and adapting to an ever-changing information-technology landscape. Since 2008, we have been studying the information-literacy skills of students — the ability to recognize when information is needed, then locate, evaluate and put that information to effective use. As information scientists, we believe these skills are essential to critical thinking, lifelong learning and succeeding in life, the work force and in a democratic society. We surveyed and interviewed more than 10,000 U.S. students at 31 U.S. colleges and universities, including undergraduates enrolled at UW, Harvard, Ohio State University, University of Michigan and community colleges, such as Shoreline Community College. We found no matter where students are enrolled, no matter what information resources they have at their disposal, and no matter how much time they have, the abundance of information technology and the proliferation of digital information resources have made research uniquely paradoxical. Information is now as infinite as the universe, but finding the answers needed is harder than ever. Our ongoing research confirms proficiency in information problem solving is urgent, given the dauntingly vast and complex wilderness of information available digitally. As one student in humanities said during one of our focus groups, "What's so frustrating to me about conducting research is the more you know, the more you realize how little you know — it's depressing, frustrating and suffocating."
***Misc. Theory***
Grammar Good

Grammar first -- it's key to effective communication and understanding 

Fish 02 - Dean of College of Liberal Arts and Sciences at the University of Illinois at Chicago (Stanley, "Say it Ain't so" THE CHRONICLE, June 21, 2002, http://chronicle.com/article/Say-It-Ain-t-So/46137)//KL

Well, actually everyone knows what's going on. The art of speaking and writing precisely and with attention to grammatical form is more and more a lost one. Just listen to National Public Radio for 15 minutes or read a section of The New York Times and you will be able to start your own collection of howlers, from the (now ubiquitous) confusion of "disinterested" and "uninterested" (which sometimes takes the form of a parallel confusion of "disinvite" and "uninvite," the latter not an English verb form); to the disastrous and often comical substitution of "enervate" for "energize"; to the attribution of reticence to persons who are merely reluctant; to participles with no subjects or too many; to errors of pomposity ("between you and I," dubbed by a former colleague the "Cornell nominative"); to pronouns without referents or as many referents as there are nouns in the previous five sentences; to singular subjects with plural verbs (and the reverse); to dependent clauses attached to nothing; to mismatched tenses attached to the same action; to logical redundancies like, "The reason is because ..." ( I'm afraid I've been guilty of that one myself); not to mention inelegant repetitions and errors of diction made by persons who seem to be writing a language they first encountered yesterday. What has brought us to this sorry pass? Basically, two things. First the belief, devoutly held and endlessly rehearsed, that the purpose of writing is self-expression. The convenience of this belief, for those who profess it, is that they need never accept correction; for if it is their precious little selves they are expressing, the language of expression is answerable only to the internal judgment of those same selves, and any challenge from the outside can be met simply by saying, (as students often do) "I know what I mean," or, more precisely, "I know what I mean." Students who say and believe this will never confront an important truth: Language has its own structure (not unchanging, to be sure, but fixed enough at any one moment to serve as both a constraint and a resource). If you do not submit yourself to the conventional meanings of words and to the grammatical forms that specify the relationships between the objects words refer to, the prose you produce will say something -- language, not you or I, means -- but it will not say what you wanted to say. That's only because your readers will not be inside your head where they might ask the self-seeking expression what it had in mind, but will instead be on the outside processing the formal patterns of your written language and reaching the conclusions dictated and generated by those patterns. In fact, however, what I've just said is a bit misleading because it suggests that fully formed thoughts exist in some inner mental space and manage to make it into the outside world when they are clothed in the proper syntactical and lexical forms. But as everyone used to know before the cult of self-expression triumphed, the ability even to have certain kinds of thoughts depends on the prior ability to produce (and comprehend) certain kinds of sentences. People don't think naturally in the future perfect or in parallel constructions or in the subjunctive mood; rather these grammatical alternatives are learned, and learned with them are the ways of thinking they make possible -- relating to one another on a time-line events or states of being that have not yet happened; lining up persons, objects, and actions in relationships of similarity and opposition; reasoning from contrary-to-fact assertions to assertions about what was or could be done in the past, present, or future. These are complex mental actions, and students will be able to perform them only if their minds are stocked with the right grammatical furniture, with forms that have no specific content but make possible the organization of any content into temporal/spatial arrangements that suggest and make available modes of action in the world. The organization of the world in ways that expand the possibilities of thought and action -- that, not self-expression, is the purpose of writing, and it is preeminently a social purpose.
Legal Definitions Good 

Legal and technical definitions should be preferred for correctness 
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Definitions are important because they clarify the meaning of particular terms or phrases that do not otherwise have a commonly understood meaning. They also serve to abbreviate text by collapsing long lists into single terms. Instead of listing every possible type of store, (such as jewelry, book, clothing, variety, or gift), a definition like ‘retail sales’ could be introduced which describes businesses involved in the sale, lease, or rent of new or used products or merchandise to the general public. In the rewrite process, legal and technical review is needed to ensure the legality of terms and their technical correctness. 

Vagueness Bad
Specific proposals are key to effectiveness - aff specification is key
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Speeches on inadequate transportation infrastructure are as numerous as potholes, and most follow a familiar pattern. They cite rising cargo volume, warn of impending gridlock, criticize the lack of a national transportation policy, and vaguely demand action by . . . well, by someone. Such presentations have focused attention on the issue, but they usually stop there. Chris Koch, president of the World Shipping Council, did a good job of advancing the discussion with a thoughtful analysis at last month's Trans-Pacific Maritime Conference. Space doesn't permit a full account of Koch's speech (available at www.worldshipping.org), but he raised points that deserve mention. First, he said, we should forget the notion that a national transportation policy will solve everything. Different parts of the system have different needs and characteristics, including public or private ownership. The federal government "does not have the money, the interest, the expertise or the capacity to provide all the solutions." The feds can provide a broad policy framework, but the heavy lifting must be done by those directly involved. The starting point must be to understand what must be done, and who's responsible. That sounds basic, and it is. But this simple concept is difficult to execute. It requires shifting discussion from the abstract ("rail capacity is inadequate") to highly specific definitions of capacity-improvement projects (a contract to build an on-dock railyard) - and assigning responsibility for getting it done.

